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- Shifting (Erdős, Ko, Rado 1961).
- Katona’s circle method (Katona 1972).
- Random walk method (Frankl 1978).
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- Polynomial method (Füredi, Hwang, Weichsel 2006).
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Kneser graph $K(n, k)$:
- Vertices: $\binom{[n]}{k}$.
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2. $f$ can be expressed as $f(x_1, \ldots, x_n) = c_1 x_1 + \cdots + c_n x_n$.
3. Since $f$ is Boolean, $f \in \{0, 1, x_i, 1 - x_i\}$.
4. Since $\mu = \frac{k}{n}$, $f = x_i$. □

Proof of stability ($\mu \approx \frac{k}{n}$):

1. $f \perp$ must be close to eigenspace of $-(\binom{n-k-1}{k-1})$ (in $L_2$).
2. $f$ is close to $c_1 x_1 + \cdots + c_n x_n$.
3. Since $f$ is Boolean, $f$ is close to $\{0, 1, x_i, 1 - x_i\}$ (Friedgut–Kalai–Naor 2002; F. 2016).
4. Since $\mu \approx \frac{k}{n}$, $f \approx x_i$. □
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**Example**

For the Kneser graph $K(n, k)$,

$$d = \binom{n-k}{k}, \quad \lambda_{\text{min}} = -\binom{n-k-1}{k-1}.$$  

Therefore

$$\alpha(K(n, k)) \leq \frac{\binom{n-k-1}{k-1}}{\binom{n-k}{k}} + \binom{n-k}{k-1} \binom{n}{k} = \binom{n-1}{k-1}.$$
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Hoffman’s classical bound gives the wrong bound!
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Closely related to Lovász $\theta$ function and Delsarte’s LP bound.
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Hoffman’s bound is only known way to prove many intersection theorem:
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But: Wilson’s result on $t$-intersecting families can be proved by shifting. Ahlswede, Khachatrian (1997, 1999): optimal bound for all $n$, $k$, $t$. 
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- $\pi$ must $t$-intersect a certificate $C_\rho$ for $\rho$, so $\pi(i_{t+1}) = \rho(i_{t+1})$ for some $i_{t+1} \in C_\rho$ different from $i_1, \ldots, i_t$.
- Altogether, $\pi$ belongs to some $(t + 1)$-star.
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Hoffman’s bound extended to hypergraphs by several authors:

- Golubev 2016.
- Bachoc, Gundert, Passuello 2019.

Independent sets in $s$-uniform hypergraphs correspond to intersection conditions on $s$-tuples:

- $s$-wise intersecting families (Frankl–Tokushige 2003, FGL2021+): Every $s$ sets intersect.
- $s$-wise $t$-intersecting families (unsolved in general!): Every $s$ sets have $t$ elements in common.
- Erdős matching conjecture (unsolved in general!): No $s$-matching.
- Frankl’s triangle problem (Frankl 1990, FGL2021+): No $A, B, C$ s.t. $A \triangle B \triangle C = \emptyset$.
- Mantel’s theorem (FGL2021+): Graphs without triangles.
- Turán problems in hypergraphs (unsolved in general).
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- Theory of quadratic forms:
  $$f^T(A + \lambda_{\min})f = \sum_i \ell_i^2$$
  for linear functions $\ell_i$ in entries of $f$.
- Sum of squares hierarchy: allow $\ell_i$ of higher degree.
- Known to be tight for degree $|V|$ !
- Gives better bounds on codes for concrete parameters.
- Challenge: Apply to EKR theory.
  - $t$-intersecting families for $n < (t + 1)(k - t + 1)$?
  (spectral proof of Ahlswede–Khachatrian theorem)
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Challenges

- s-wise $t$-intersecting families.
- Erdős matching conjecture.
- Intersecting families of triangulations (Kalai).
- $t$-intersecting families of permutations for all $n, t$.
- Chvátal's conjecture:
  If $\mathcal{F}$ is downwards-closed family of sets, then maximum size of an intersecting family is attained by some star (not necessarily uniquely).