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1 Introduction

1.1 What are CSPs?

A constraint satisfaction problem consists of a collection of variables and constraints. Each variable has an
associated domain. The corresponding problem asks whether there is an assignment to the variables that
satisfies all constraints; though this is not the only interesting problem which one can ask about a CSP
instance. We start with two examples: SAT and coloring.

SAT SAT is the prototypical NP-complete problem. As usually described, the input is a CNF, that is, a
conjunction of clauses, each of which is a disjunction of literals; and the desired output is whether the CNF
has a satisfying assignment. We can think of the various clauses as constraints. For example, the clause
x V yV z states that one of the variables x,y, z must be assigned True. The instance is satisfiable if some
truth assignment satisfies all constraints.

k-coloring Given a graph and an integer k, the k-coloring problem asks whether the graph G has a legal
coloring using k colors. When k is fixed, we can model this as a CSP whose variables are the colors of the
vertices c(v) € {1,...,k}. Each edge {u,v} gives us a constraint c¢(u) # ¢(v). The graph is k-colorable if
some coloring satisfies all these constraints.

Other well-known problems also correspond to instances of CSPs, but the problem itself is different. Here
are three examples.

MAX-SAT Given a CNF, the goal is to find a truth assignment that satisfies as many clauses as possible.
More generally, given a CSP instance, one can ask for a variable assignment that satisfies as many constraints
as possible.

MAX-CUT Given a graph, the goal is to find a partition of the vertex set into two parts that cuts the
maximum number of edges. The corresponding CSP instance has a Boolean variable c¢(v) for each vertex,
signifying which part v belongs to, and a constraint c(u) # c(v) for each edge {u,v}. The goal is to find a
variable assignment which satisfies the maximal number of constraints.

Vertex Cover Given a graph, the goal is to find a subset of vertices which is incident to all edges. The
corresponding CSP instance has a Boolean variable ¢(v) for each vertex, and a constraint ¢(u) V ¢(v) for each
edge {u,v}. The goal is to find a variable assignment of lowest weight which satisfies all constraints.

In all problems listed above, the variables are restricted to a particular domain, and the constraints are
of a particular form, namely, they come from a particular inventory of constraints:

e In SAT and MAX-SAT, the variables are Boolean (such problems are known as Boolean CSPs), and
the constraints are of the form z;, V---Va;, VZ; V- VI ,.

e In k-coloring and in MAX-CUT, the variables have the domain {1,...,k} (where k = 2 in MAX-CUT),
and the only allowed constraints are of the form x; # x;.

e In Vertex Cover, the variables are Boolean, and the constraints are of the form z; V x;.

There are other ways to restrict CSP instances. For example, we could require that every variable appear
at most (or exactly) so many times, or that the variable-constraint graph satisfy some property (say, it is
planar). We won’t consider such restrictions in this course. Other restrictions, which might show up, are on
the solution space. For example, we might ask what happens if there is at most one satisfying assignment.



1.2 Some questions

Given a CSP instance, here are some questions we might be interested in:
e Is the instance satisfiable?

e How many constraints can we satisfy simultaneously?

What is the minimum weight of a satisfying assignment?

e How many satisfying assignments are there?

What is the parity of the number of solutions?
e If the instance is satisfiable, can we sample a satisfying assignment?

e If the instance is not satisfiable, can we prove this?

The complexity of these questions depends on the allowed constraints. Another line of research asks what
happens for random instances, suitably defined; this research direction is related to ideas from statistical
mechanics.

We will concentrate on the case of Boolean CSPs in which the allowed constraints come from a finite
set Z. Each element of 7 is a predicate P C {0,1}*. A constraint is an instance of P if it is of the
form (x;,,...,x;,) € P, where z;,,...,x;, are arbitrary variables, not necessarily distinct. We denote the
collection of all such CSPs by CSP(Z).

For example, 3SAT is CSP({ Py, P1, P», P5}), where

k

Py(xz,y,z) =TV gV Z,
Pi(x,y,z) =x VgV Z,
Py(z,y,2z) =xVyVZ,
Piy(z,y,z) =xVyVz.

1.3 Plan of this course

The course studies three main problems, from three different areas:
1. How difficult is deciding whether an instance of CSP(Z) is satisfiable?
2. How well can we approximate the maximum number of satisfied constraints for an instance of CSP(Z)?
3. Can we prove that unsatisfiable instances of SAT are indeed unsatisfiable?
Apart from these problems, we might also study several other subjects:
e The complexity of SAT under the promise that there is at most one solution.
¢ Counting and sampling solutions of kSAT.
e Exponential time algorithms for £SAT.
e Algorithms which certify that a random £SAT is unsatisfiable.

Let us now expand on the three main problems highlighted above.



Complexity of the satisfiability version of CSP(Z) It is well-known that 3SAT is NP-complete, whereas
2SAT is in P. Are there other possibilities?

Ladner’s theorem [Lad75], proved via diagonalization, states that if P#NP then some language in NP
is neither in P nor NP-hard; we call such problems NP-intermediate. Are there natural such problems?
Candidates include decision versions of Factoring, the Graph Isomorphism problem, and meta-complexity
problems such as the Minimum Circuit Size Problem (MCSP). A celebrated result of Schaefer, known as
Schaefer’s dichotomy theorem [SchT8], states that in the setting of Boolean CSPs, CSP(Z) is never NP-
intermediate, that is, for each finite Z, satisfiability of CSP(Z) is either in P or it is NP-complete. Feder and
Vardi [FV99] conjectured that a similar result holds for any finite domain. A long line of work has recently
succeeded in proving this conjecture, known as the dichotomy theorem [Bull7, [Zhu20].

We will present a modern proof of Schaefer’s theorem, following notes of Hubie Chen [Che(09], which uses
universal algebra. In contrast to Schaefer’s original proof, the modern proofs give an efficient algorithm for
determining whether CSP(Z) is easy or hard.

Complexity of the optimization version of CSP(Z) Consider the problem 3XOR, in which each
constraint is of the form z; @ x; ® x, = b. A random assignment satisfies half of the constraints, and this
gives a randomized 1/2-approximation to MAX-3XOR, the optimization version of 3XOR; the algorithm can
be derandomized in various ways. Can we do better, in (randomized) polynomial time?

Let the value of a 3XOR instance be the maximum fraction of constraints satisfied by any satisfying
assignment. Hastad [Has01] showed that it is NP-hard to tell apart instances with value > 1 — € from
instance with value < 1/2 + ¢, for any constant ¢ > 0. In other words, there is a polynomial time reduction
f from SAT to MAX-3XOR such that if ¢ is satisfiable then val(f(¢)) > 1 —¢, and if ¢ is unsatisfiable then
val(f(¢)) < 1/2+ e. This shows that the trivial random assignment algorithm is in fact optimal!

Hastad’s proof builds on the PCP theorem [AS98, IJALMT98] and on Raz’s parallel repetition theo-
rem [Raz98|, two difficult results which we will not cover in class. Hastad makes heavy use of Boolean
function analysis [O’D14], in a relatively elementary form. We will cover all necessary preliminaries in class.

Another prominent problem is MAX-CUT. A random assignment cuts half the edges, and so gives
a 1/2-approximation. Using semidefinite programming, Goemans and Williamson [GW95] gave a 0.878-
approximation algorithm. The approximation ratio itself is the solution of some optimization problem.
Surprisingly, this approximation ratio is best possible, assuming the Unique Games Conjecture [Kho02]. We
will describe the algorithm and its analysis in class (the only part that we skip is an efficient algorithm for
solving SDPs); the unique games conjecture; and the hardness proof that shows that 0.878 is the optimal
approximation ratio [KKMOQT].

Raghavendra [Rag08] generalized the work on MAX-CUT to arbitrary CSPs. He showed that every CSP
has an optimal approximation algorithm (assuming the unique games conjecture) which uses semidefinite
programming. We will not describe this very interesting result.

Proving that CSP(Z) is unsatisfiable We can prove that a SAT instance is satisfiable by giving a
satisfying assignment; this is the essence of NP. Can we similarly prove that a given instance is unsatisfiable?
We don’t expect this to be the case, since otherwise NP=coNP, but can we point out specific instances which
are difficult to refute in particular ways?

SAT solvers are algorithms that get as input a SAT instance ¢, and output either a satisfying assignment
or a transcript of the algorithm, which constitutes a proof that ¢ is unsatisfiable. SAT solvers are based on
a simple algorithm known as DPLL [DP60, [DLL62]. At each point, the algorithm chooses a variable, and
tries both assignments to it; a leaf which contradicts a clause of ¢ can be pruned away. Modern SAT solvers
use an additional trick: if the current assignment is already known to cause a contradiction, then it can also
be pruned away; this is known as clause learning [MSS99, [BS97], and this type of algorithm is known as
CDCL.

It turns out that when run on an unsatisfiable CNF, the transcript of DPLL solvers can be converted to a
proof system known as treelike Resolution, and the transcript of CDCL solvers can be converted to a stronger
proof system known as (general) Resolution. Using a technique of Ben-Sasson and Wigderson [BSW01], we



will describe simple unsatisfiable CNF's which are hard to refute in Resolution. Using the same technique,
we will also show that random CNFs are hard to refute in Resolution.

1.4 Technical snippets

Let us conclude this introduction with a few technical snippets.

Deterministic 1/2-approximation algorithm for MAX-3XOR Above we mentioned a trivial 1/2-
approximation algorithm for MAX-3XOR: choose a random assignment. This algorithm is easy to deran-
domize using the method of conditional expectations. The idea is to compute, for a given MAX-3XOR
instance o and partial assignment «, the expected number E(a) of satisfied constraints in a random truth
assignment extending «. The calculation is easy, since each constraint is either satisfied by «, refuted by «,
or is satisfied by a random extension of o with probability 1/2.

How does this help us? Let x1,...,x, be the variables appearing in the instance, and suppose that
the instance has m constraints. We know that the expected number of constraints satisfied by a random
assignment is m/2. By calculating E(zy = 0) and E(z; = 1), we can find an assignment «; to z; such that
E(z1 = o) > m/2. Continuing in this way, we can find assignments for the other variables, maintaining the
invariant the the current partial assignment « satisfies E(«) > m/2. Eventually we obtain a total assignment
which satisfies at least m/2 constraints.

When calculating E(x; = ay), the only terms which depend on «; correspond to constraints of the form
x1 = b: each such constraint contributes 1 to E(z; = b) and 0 to E(z; = b). This gives another description
of the algorithm: choose the value of x; which maximizes the number of constraints of the form x; = b which
are satisfied. In other words, this is just the greedy algorithm.

Exercise Generalize this algorithm to MAX-E3SAT, the variant of MAX-3SAT in which each clause con-
sists of three different literals.

Finding a solution using a SAT oracle Using similar ideas, we can reduce the search version of SAT
(given a satisfiable instance, find some satisfying assignment) to its decision version. Given a CNF ¢ and
access to a SAT oracle, we proceed as follows. First, we find a value a; of 21 such that ¢|,, =, is satisfiable.
We proceed in this way, finding values for the other variables, until we find a satisfying assignment.

Exercise #SAT is the problem of counting the number of solutions to a SAT instance. Show that using
an oracle to #SAT you can sample a random satisfying assignment of a given CNF.

Exercise Show how to find a legal 3-coloring of a 3-colorable graph using an oracle for the decision version
of 3-coloring.



2 Schaefer’s theorem

This section mostly follows Hubie Chen’s charming notes [Che09], with additional proofs from Victor Dal-
mau’s PhD thesis [Dal00].

2.1 Gadget reductions

SAT is the prototypical NP-complete problem. Its special case, 3SAT, is also NP-complete. Let us now show
that two more variants are NP-complete: 1-in-3SAT and NAE-3SAT.

1-in-3SAT Let P be the following predicate on three Boolean variables:
P =1{(1,0,0),(0,1,0),(0,0,1)}.

An instance of 1-in-3SAT is a collection of constraints of the form P(z,y,z), where z,y,z are arbitrary
literals. (Since we are allowing literals rather than variables, this is not quite CSP(P), but it is CSP(P) for
a slightly larger collection of predicates.)

We can show that 1-in-3SAT is NP-hard using a gadget reduction from 3SAT, which translates a disjunc-
tion of three literals to an equivalent collection of 1-in-3 clauses. Let the disjunction in question be zVyV z,
where each of x,y, z is a literal. Consider the following matrix of variables:

o R
7 Z

Yylyly

PRCAN

The constraints are:
e Each row contains exactly one satisfied literal.
e The second and third columns each contain at most one satisfied literal.

To express the at most constraint, say on the second column, we use the following gadget:
P,y u') NP(a, 2 W) APy, 2 w).

This clearly implies that at most one of z’, 9/, 2’ is satisfied, since if, for example, both 2’ and ¥’ are satisfied,

then P(z2’/,y’,u’) cannot hold. Conversely, if none of z’,y', 2" is satisfied, we can satisfy the constraints by

taking v/, v, w’ to be true, and if only z’ is satisfied, then we can take u’,v’ to be false and w’ to be true.
In total, x Vy V z is expressed as

P(x, 2", 2" NPy, y',y") A P(z,2',2")
APy, u'Y NP2, 2" 0") APy, 2 w')
/\P(x//’y//,u//) /\ P(I’llvz//,vll) /\ P(y//’zll,w//)'

Why does this work? A satisfying assignment corresponds to a choice of one satisfied literal per row, with
each column being selected at most once. If there are at most two unsatisfied literals among x, y, z, then we
can choose the columns accordingly. In contrast, if all of x, y, z are unsatisfied, then the pigeonhole principle
shows that we much choose one of the other two columns twice.

We use different variables z’, 9/, v, v, w’, 2", y",u",v",w" for each clause. This is crucial in order to
guarantee the soundness of the reduction.



NAE-4SAT and NAE-3SAT Let @ be the following predicate on four Boolean variables:

Q = {07 1}4 \ {(Oa 07070)3 (17 ]-7 ]-7 1)}

An instance of NAE-4SAT is a collection of constraints of the form Q(z,y, z, w), where z, y, z, w are arbitrary
literals. Here NAE stands for not all equal, since Q(x,y, z,w) holds if x,y, z,w do not all have the same
truth value.

We can show that NAE-4SAT is NP-hard using a different type of reduction from 3SAT, which is more
global. We pick a new variable v, and add it to all clauses. That is, we replace each constraint z VyV z with
the constraint Q(z,y, z,v), where the variable v is common to all clauses.

Why does this work? In one direction, we can extend an assignment satisfying the original 3SAT instance
to one satisfying the NAE-4SAT instance by simply setting v to false. In the other direction, we consider
two cases, depending on the value of v in an assignment satisfying the NAE-4SAT instance. If v is false, then
we simply erase it to obtain an assignment satisfying the 3SAT instance. If v is true, then we flip the truth
values of all variables; we get another assignment satisfying the NAE-4SAT instance, and so can proceed as
before.

Is there a gadget reduction like the one we had before? We will define such reductions formally later, but
we can already highlight an issue here. If an assignment satisfies an NAE-4SAT instance, then its complement
(obtained by flipping all truth values) also satisfies the instance. This means that any NAE-4SAT instance
which excludes assignments in which all of x, y, z are false, will necessarily also exclude assignments in which
all of x,y, z are true. In other words, since this symmetry is present in NAE-4SAT but absent from 3SAT,
we cannot expect a gadget reduction from 3SAT to NAE-4SAT.

As an aside, it is possible to gadget-reduce NAE-4SAT to its width 3 analog:
NAE(z,y, z,w) <— NAE(z,y,t) ANAE(z, w, —t).

This is just the analog of the usual reduction from SAT to 3SAT.

2.2 Arc consistency

The original proof of Schaefer’s theorem focused on three types of CSPs which are efficiently solvable: linear
equations, 2SAT, and Horn-SAT (a version of SAT in which each clause contains at most one positive literal).
Instead of 2SAT and Horn-SAT, we will present, in this section and the following one, two general strategies
for solving CSPs, and identify classes of CSPs in which these strategies work. These algorithm will point
the way to the algebraic proof of Schaefer’s theorem. The connection to the original proof is explored in
Section

Consider a Boolean CSP instance consisting of constraints P, ..., P, where P; has arity d; and is
applied to the variables z;1,...,7;4;- We will maintain a domain of possible values for each variable.
Originally, the domain of each variable z; is D; = {0, 1}. Suppose that for some constraint P; and for some
variable x; ;, appearing in the constraint, the following happens:

Every satisfying assignment of P;(x;1,...,%;4,;) in whichx;1 € Dj1,... 254, € D; 4, satisfies x; = b.

In this case, we know that any assignment satisfying the CSP must have x;; = b, and accordingly, we
can set D;j = {b}. Similarly, for some constraint P; it might be the case that no satisfying assignment of
Pj(xj1,...,2jq;) satisfies x;1 € Dj1,...,254, € Djgq,. If this is the case, then we can declare that the
instance is unsatisfiable.

Each variable can be pruned at most once, so the pruning process stabilizes within n steps, with one of
the following outcomes. Either the instance was found to be unsatisfiable, or the following holds:

For each constraint P;, for each variable z; 1, and for each b € D; 1, there is a satisfying assignment of



Pj(CUj’h . ,{,Ej’d].) in which Tj1 € Dj’l, cos Tjd; S Dj’d]. and Tjk = b.

In general, this doesn’t guarantee that the instance is satisfiable. For example, consider the 2SAT instance
(@Vy) Az Vy) A@V-y) Az V).

Here D, = D, = {0,1}, and no truth value can be pruned away, yet the instance is unsatisfiable. Neverthe-
less, in some cases, we are able to guarantee that the instance is satisfiable. It is natural to try to extract
a satisfying assignment from the domains Dy, ..., D,,. There are two canonical choices: b; = max(D;) and
b; = min(D;). Let us check when does the choice b; = max(D;) work.

Let us consider an arbitrary constraint Pj(x;,1,...,24,). By definition, for each & € {1,...,d;} there

FE) ) eDjyforall €4k Ifbj, =0

then D;, = {0} and so mﬁ) =0 for all k, and if b;, = 1 then :vfz = 1. Therefore b; , = xﬁ) VeV :E;fllgj). In
other words,

exists an assignment x satisfying P; such that ngkk) =b; and x§

bj1,...,bj4, is a disjunction of satisfying assignments of P;.

We conclude that the algorithm works whenever each predicate P; satisfies the following property: the
disjunction of satisfying assignments is also a satisfying assignment. In this case, we say that the function
g(z,y) =z Vy is a polymorphism of P;.

Polymorphisms have already showed up in the preceding section: NAE-4SAT had negation ¢g(z) = —x
as a polymorphism, and this prevented a gadget reduction from 3SAT to NAE-4SAT. This connection
between polymorphisms and gadget reductions is the driving force behind the algebraic approach to Schaefer’s
theorem.

Exercise When does the choice b; = min(D;) work?

Exercise Extend the algorithm to the non-Boolean case. When does it work?

2.3 Extending partial solutions

Before elucidating the connection between polymorphisms and gadget reductions further, let us describe a
generalization of arc consistency, in which we keep track of domains of sets of variables. We use the same
setup as the preceding section: the constraints are P1,..., P, where P; is a constraint on x;1,...,%;4;.

In the preceding section, we kept track of the domains of single variables. Now we want to keep track of
the domains of small sets of variables, say of size ¢ (the size has to be constant in order to keep the algorithm
efficient). For each set S of up to ¢ variables, we keep a domain Dg C {0,1}°, initialized at {0,1}°. We
then prune these sets, as in the arc consistency algorithm: for each partial assignment bg € Dg and each
constraint P; whose domain includes S, we check whether P; has a satisfying assignment x in which g = bg
and xp € Dy for all T C dom(FP;) of size at most £. If this is not the case, we remove bg from Dg and
continue.

Another reason to prune an assignment is even simpler: any bg € Dg whose restriction to T' C S isn’t
contained in Dp can be removed. Similarly, any by € D which has no extension in Dg for some S O T can
be removed. After O(n’) pruning steps of both types, either one of the domains Dg shrinks to the empty
set, in which case the instance is unsatisfiable; or otherwise, the domains Dg satisfy the following three
properties:

e For each constraint P;, for each S C dom(P;) of size at most ¢, and for each bg € Dg, there exists
a satisfying assignment x of P; such that zp € Dy for all T C dom(P;) and zg = bg.

e The restriction of each bg € Dg to T' C S belongs to Dr.



e If T C S and by € Dy then some bg € Dg satisfies bg|r = br.

For each set S of size at most £, each bg € Dg is a partial solution, that is, an assignment of a subset of the
variables which doesn’t cause an immediate contradiction. Formally, for each constraint P;, the restriction
of bg to the domain of P; can be extended to a satisfying assignment of P;. Indeed, if T = S N dom(P;),
then the restriction belongs to D, and so can be extended to a satisfying assignment.

We are given partial solutions for every set of variables of size £. If we could extend it to larger and
larger partial solutions, we would eventually obtain a partial solution for the set of all variables, which is
just a satisfying assignment. How can such an extension process work out? Let us try to construct a partial

solution for x1,...,xpy1. For every i € {1,...,£+ 1}, if we remove x; then there is some partial solution
b(lz), ceey bgl_)l, bgﬂl, ey bgﬂil for the remaining variables. How do we combine them to a single assignment? In

the preceding section, we used the OR (or AND) function. Another intuitive choice is the magjority function,
assuming for simplicity that £ is odd. Concretely, suppose that £ = 3. We wish to construct a partial solution
for x,y, z, w given the following partial solutions:

T Yy z w

ap b1 o

az  bo da

as c3 ds
by cs dy

Consider some constraint P; whose domain contains only x,y, z. It could be that ay, b1, c; is the only partial
solution of P;, while the majority vote produces a different assignment. In order to solve this problem, we
strengthen our inductive goal.

The sets Dg that we start with satisfy one more property: if |S| = ¢ — 1 and bs € Dg, then for each
v ¢ S we can extend bg to a partial solution of S U {v} (just take any bgu(y} € Dgufvy). We call this the
(£ — 1)-extension property. We will attempt to show that for » > £ — 1, the r-extension property implies the
(r + 1)-extension property. If this holds then we can start with an arbitrary partial solution of xy,...,xp_1
and extend it to the variables xy, ..., z,, one by one, eventually constructing a satisfying assignment.

Let us try to prove the f-extension property given the (¢ — 1)-extension property. Suppose that we are
given a partial solution by,...,by, and we want to extend it to z¢41. Just as before, it is natural to remove
each b; in turn, and use the (¢ — 1)-extension property to get some value bg_&l for x¢41. Once again, it is
natural to aggregate these values by taking a majority vote. Concretely, suppose that £ = 3. The partial
solutions we are considering, for variables x,y, z, w, are

T Yy z w
a b d1
a c do

b ¢ d3

We let d be the majority of di,ds,ds. When is a,b,c,d a partial solution? It is clearly a partial solution
for any constraint which doesn’t involve w. Now consider any constraint P; which does involve w, say one
which involves all variables (as will transpire, this doesn’t matter). We can “fill in the blanks” to obtain
partial solutions of P; which involve all variables:

r oy z w
a b Jd d
a bV ¢ dy
a b ¢ ds

Observe that a,b, ¢, d is the majority of all of these partial solutions. In other words, if each constraint P; is
closed under the majority operation, then the 2-extension property implies the 3-extension property.

From now on, we consider only the case ¢ = 3, and assume that all constraints P; are invariant under
the majority operation. A very similar proof can be used to show that the r-extension property implies the

10



(r + 1)-extension property for all » > 3. Given a partial solution by, ..., b,, instead of removing each b; in
turn, it suffices to remove by, by, bs in turn, and run exactly the same argument as above; the only difference
is that the two tables contain more identical columns.

Using the terminology of the preceding section, we conclude that the algorithm works whenever each
predicate P; has maj(z,y, z) as a polymorphism.

Exercise Extend the algorithm to the non-Boolean case. What kind of polymorphism do the predicates
Pj need in order for the algorithm to work, for a given value of £7

2.4 Polymorphisms and invariants

The two algorithms just presented work whenever all predicates are invariant under some operation, which
we called a polymorphism. Formally, a function g: D¥ — D is a polymorphism of a predicate R C D™
(which we think as a set of satisfying assignments) if the following holds for all arrays of assignments:

T O
b o
i T i %
g, ) (bl b))
If all the top rows are satisfying assignments of R, then so is the bottom row, which is obtained from the
other rows by applying ¢ to each column. As a shorthand, we can use b("), ... b®*) to represent the various
rows, and then g(b("), ... b)) represents the final row, obtained from the preceding rows by columnwise

application of g.
Here are some examples:

e The constant function g() = d is a polymorphism of R if (d,...,d) is a satisfying assignment.
e The projection functions g(x1,...,x) = x4 are polymorphisms of all predicates.

e The majority function maj(z,y, z) is a polymorphism of x; V xo: if 1 V 2, Y1 V y2, 21 V 22 hold then
by the pigeonhole principle, there exists ¢ € {1,2} such that at least two of z;,y;, z; are true, which
implies that their majority is true.

e The OR function g(z,y) = x V y is a polymorphism of z; — xo: if both 7 — z2 and y; — y2 hold
then either one of x4, ys is true, in which case (21 Vy1,22 Vy2) = (?,T); or else both of xa, yo are false,
in which case both of x1,y; must be false, hence (x1 V y1, 22 V y2) = (F, F).

e The AND function g(x,y) = x Ay is also a polymorphism of x1 — x5: if both 1 — x5 and y; — yo
hold then either one of x1,y; is false, in which case (z1 Ay1,22 Ay2) = (F,?); or else both of 1,y are
true, in which case both of z2, yo must be true, hence (z1 A y1, 22 Aya) = (T, 7).

If T is a set of predicates then we denote by Pol(I") the set of all functions which are polymorphisms
of all predicates in T'. The collection Pol(T") always contains all projections, and is closed under function
composition. We call a collection satisfying these two properties a clone. The smallest clone containing a
given family F of functions is called the closure of F, denoted [F]; the closure is obtained by adding all
projections and closing the resulting set under composition.

Going in the other direction, a predicate R is an invariant of a function g if g is a polymorphism of R.
If P is a set of functions then we denote by Inv(P) the set of all predicates which are invariant under all
functions in P. What can we say about Inv(P)? It respects gadget reductions.
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Let us start by recalling the gadget reduction from the predicate D(z,y,2) = =V y V z to the predicate
P(z,y, z), which is true when exactly one of z,y, z is true:

D(‘x7y7 Z) Hax/7y/7Zlvu/7/U/,w/7xN7y//’ Z//7'U/I/,’UN7U}//

Pz, 2", 2"y NPy, v, y") AN P(z,2,2")

AP’y u') N P(x', 2/, v") A P(y', 2", w')
/\P(,T//7y//,u//) /\ P(SU/I’Z//,’U”) /\ P(y”7Z//’ w//).

This gives a definition of D(z,y, z) in terms of the predicate P, which involves existential quantification.
If P is invariant under any polymorphism g, then so is D. To see this, let us notate the situation more
abstractly:

D(#) «— 3¢ (7, d),
where ¢p is a conjunction of applications of P to various elements of &, &; in our case, & = (z,y, 2),
a=(z,...,w"), and ¢p is the conjunction of 9 applications of P. We can think of & as a witness for . Now
suppose that g is a k-ary polymorphism of P. Given satisfying assignments £, ..., #*) let @), ... a®
be corresponding witnesses. Then g(a™), ..., @*)) witnesses that g(#™1), ..., #*)) is a satisfying assignment
of D: all clauses of ¢p(Z, @) are satisfied since g is a polymorphism of P.

Here is another example. Let Q4 (z) =z, Q_(x) = Z, and E(x,y) = “c = y”; the last one is known as
the equality predicate. Consider two types of CSPs: CSP(Q4,Q-) and CSP(Q4+,Q—, FE). Both are trivial
to solve (though the former is in coNLOGTIME while the latter is L-complete), but there is no gadget
reduction from CSP(Q4,Q—, F) to CSP(Q+, Q-), since we can’t express equality using monadic predicates.
However, an algorithm for solving CSP(Q4,Q-) can be used to solve CSP(Q4,Q_, E), by eliminating the
equality predicates. For each predicate E(z,y), we simply eliminate y from the formula, replacing it with
. This suggests that we allow our gadget reductions to use the equality predicate for free. Indeed, just like
projections are polymorphisms of all predicates, so the equality predicate is an invariant of all polymorphisms:
if 2y = y1,..., 2k = yi then g(xq,...,2%) = g(y1,...,yx); this is the principle of substitution of equals for
equals.

We are now ready to present the formal definition of gadget reduction. A predicate R is pp-definable
from a set of predicates I' if we can write

R(Z) +— Jd ¢(Z, d),

where ¢ is a conjunction of predicates from I' U {E} applied to arbitrary variables from Z, &. (Here pp is
shortcut for primitive positive.)

If g is a polymorphism of I" then it is a polymorphism of any relation which is pp-definable from I". In
other words, Inv(P) is closed under pp-definability. Such a collection of predicates is known as a coclone.
The smallest coclone containing a given set of predicates is called the closure of T', denoted (I'); it is obtained
by closing under pp-definitions.

2.5 Galois connection

In order to prove that CSP(A) is NP-hard using gadget reductions, we start with a known NP-complete
problem CSP(T'), and show that each predicate I' is pp-definable from A. In contrast, the algorithms in
Sections [2.2] and 2.3 rely on polymorphisms of A. We would like to show that these two approaches are
complementary: for each finite set of predicates A, either Pol(A) is rich enough so that we can apply a
known algorithm in order to solve CSP(A), or we can reduce some NP-complete CSP(T") to CSP(A).

If Pol(A) is small then it has many invariants, hopefully enough to include some NP-complete CSP. We
could show this by relating Inv(Pol(A)) to (A), the set of predicates pp-definable from A. One such relation
is almost trivial: if R is pp-definable from A then R is invariant under all polymorphisms of A, as shown in
the preceding section, and so (A) C Inv(Pol(A)). Remarkably, the inverse inclusion also holds, whenever A
is finite: every relation in Inv(Pol(A)) is pp-definable from A !
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Let R be any relation which is invariant under Pol(A), and denote its satisfying assignments by t, e b
The set of satisfying assignments is closed under all m-ary polymorphisms of A. That is, if g is an m-ary
polymorphism of A then g(f1,...,%,) also satisfies R. Conversely, if we choose g to be the projection m;
to the ¢’th coordinate, then we get m(t_'l, e ,fm) = ;. In other words, f is a satisfying assignment of R iff
t=g(t1,...,tm) for some m-ary polymorphism of A.

We can encode an m-ary polymorphism using D™ variables, whose names are g(dy,...,d,,). The fact
that ¢ is an m-ary polymorphism of A translates to a conjunction of some predicates from A. Therefore we
can define R as follows:

R(Z) «+— Jg “g is a polymorphism of A” A (a’c’ =g(t1,... ,fm)).

Let us illustrate this with A = {Q4,Q_}, where Q(x) = z and Q_(x) = Z, and R being the equality
relation R(x,y) = “z = y”. The equality relation has two satisfying assignments, t; = (T,T) and t, = (F, F),
and so m = 2. An m-ary function g is a polymorphism of A if

Q+(9(Ta T)) A Q— (g(F7 F))
We obtain the following definition of R:

R(x1,22) «— 39(T,T),9(T, F),g(F,T),g(F, F)
Q+(9(T7 T)) A Q*(Q(Fv F)) A (551 = g(T, F)) A (552 = g(Ta F))
Concluding, we have proved that Inv(Pol(A)) = (A) for all finite A.

It is natural to ask what happens if instead of starting with a set of predicates, we start with a set F' of
functions. If R is invariant under all functions in F', then each function in F' is a polymorphism of R. In
other words, F' C Pol(Inv(F')). Since Pol(-) contains all projections and is closed under composition, in fact
[F] C Pol(Inv(F)). Does the converse hold? That is, do all polymorphisms of Inv(F') belong to [F]?

For every k, let [F]; consist of all k-ary functions in [F]. We can think of [F]; as a |D|*-ary predicate
whose variables encode the truth table of the k-ary function. Suppose that g1,...,9¢ € [F]i and g € [F],. If
we apply ¢ on the truth tables of g1, ..., gs then we obtain a k-ary function go (g1,...,ge) given by

(go (gl,...,gg))(dl,...,dk) = g(gl(dl,...,dk),...,gg(dl,...,dk)).

This is just a composition of functions in F', and so g o (g1,...,9¢) € [Flig. In other words, [F]i € Inv(F).
Now suppose that ¢ is a k-ary polymorphism Inv(F). In particular, it is a k-ary polymorphism of [F]i. In
particular, if we apply g to the projection functions y,...,m (recall m;(dy,...,dr) = d;), we should get
another function in [F]. This application is

(gO(Wl,...,ﬂk))(dl,...,dk) :g(’]‘rl(dl,...,dk),...,’ﬂ'k(dl,...,dk)) :g(dl,...,dk).

In other words, it is g itself! Thus every k-ary polymorphism of Inv(F') belongs to [F]i. Since k is arbitrary,
this proves that Pol(Inv(F)) = [F].

Summarizing, we have proved the following identities, the first requiring A to be finite:
e Inv(Pol(A)) = (A).
e Pol(Inv(F)) = [F].

This shows that Pol and Inv are, in a sense, inverses.
We also have two monotonicity properties:

e If I' C A then Pol(T") D Pol(A).
e If FF C G then Inv(F) D Inv(G).

These properties should remind us of what happens in Galois theory, where Pol corresponds to the
Galois group, and Inv corresponds to the fixed field. For this reason, this kind of connection is called a
Galois correspondence.

13



2.6 Schaefer’s theorem

Here is our general strategy. Given a finite set of predicates I, we consider Pol(T"). If Pol(T") is small, then
we want to conclude that CSP(T") is NP-hard; and if Pol(T") is large, then we want to use it to construct an
efficient algorithm for CSP(I").

Suppose that I' is a finite set of predicates such that Pol(T") is the minimal possible clone, consisting only
of projections. Thus Inv(Pol(T")) = [I'] consists of all predicates. In particular, SAT is pp-definable in I', and
so CSP(T") is NP-hard.

Another hard case which we have seen above is NAE-SAT. In contrast to SAT, NAE-SAT does have
nontrivial polymorphisms: anti-projections m;(x) = —a;. If T is a finite set of predicates such that Pol(T")
consists only of projections and anti-projections, then Inv(Pol(T")) = [I'] consists of all predicates which are
invariant under negation. In particular, NAE-SAT is pp-definable in T', and so CSP(T") is again NP-hard.

Now suppose that we are given a finite set I' of predicates which contain a polymorphism g that is neither
a projection nor an anti-projection. We will now attempt to classify all such polymorphisms g, according to
their arity. First, let us dispense with constant g. If g(Z) = b is a polymorphism, then each predicate in T
is either empty or satisfied by plugging in b for all variables. Such CSPs are easy to solve.

Now suppose that I' has no constant polymorphisms, and let g be a polymorphism of minimal arity which
is neither a projection nor an anti-projection. In particular, g depends on all coordinates. If g is binary,
then it is one of the following:

xVy xTNy
xVy TNy
TVy TNy
TVYy TNy
r@y Dy

In Section we have described an algorithm, arc consistency, which can handle predicates invariant
under x V y. Switching Os and 1s, it can also handle predicates invariant under z A y. Observe now that

V=1 xANZ =0
zVzx=1 TANx=0
zVzZzVyVy=xVy TANTANYANYy=z Ay
zPx=0 rhr=1

Hence the remaining cases reduce to one of 0, 1,2 V y,z A y.

In order to simplify the analysis of the remaining cases, let us show that we can further assume that
g(a,...,a) = a. Indeed, h(a) = g(a,...,a) is a polymorphism of I', and so by assumption, it is not constant.
Hence either h(a) = a or h(a) = —a. In the latter case, the function G(@) = g(—d) is a polymorphism of T’
of the same arity as g. Moreover, G(a,...,a) = g(—a,...,—a) = a. Finally, G cannot be a projection, since
if G(@) = a; then g(@) = —a; would be an anti-projection. Therefore we can replace g with G in order to
satisfy the constraint g(a,...,a) = a.

Suppose now that g is ternary and depends on all coordinates. The function g(a, a,b) is a polymorphism
of T of smaller arity, and so g must be a projection or an anti-projection. Since g(a,a,a) = a, the function
g(a,a,b) must be a projection: either g(a,a,b) = a or g(a,a,b) = b. Similarly, g(a,b,a) and g(b,a,a) are
projections. Since any input of g contains two identical coordinates, the choices of projections completely
determine g. There are eight different possibilities:

gla,a,b)| a a a a b b b b
gla,ba)| a a b b a a b b
gba,a)| a b a b a b a b

‘maj m W9 V3 T3 Vs Vi min

The first case is majority, handled by the algorithm of Section [2.3] The cases marked 7; are projections,
and so cannot occur. The cases marked v; are majority with a single negated input. For example, vy (z,y, z) =
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maj(Z,y, z). To see this, we conside two cases. If x = y = z then 11 (z,y,2) = * = maj(Z,y, z). Otherwise,
we can write the input as an a,b pattern with b = a. After flipping the first input, the majority is b, b, a,
matching the column marked v;. We claim that

maj($7y’z) = Vl(Vl(xa%Z),va)-

If y = z then v1(*%,y,2) = y = maj(x,y,2). If y # z then v1(z,y,2) = Z, and so v1(v1(x,y,2),y,2) =
1 (Z,y,2) = = maj(zx,y, 2).

The final case, also known as minority, is the operation © @ y @ 2z (indeed, a ® a ® b = b and so on). It
turns out that in this case, each predicate R € T is either empty or an affine subspace, that is, a conjunction
of linear equations over GF'(2); consequently, CSP(I") can be solved using Gaussian elimination. The proof
is by induction on the arity of R.

If R is nullary then this is clear. Otherwise, let Ry(y) <> R(0,%) and R;(y) + R(1,%). By induction,
each of Ry, R; is either empty or an affine subspace. If both of Ry, R; are empty then R is empty. If only
Ry is empty then R is the intersection of Ry and the equation x; = 1. Similarly, if only R; is empty then R
is the intersection of Ry and the equation x; = 0.

Now suppose that both Ry and R; are non-empty, choose 3y € Ry and 1 € Ry, and let 2’ = ¢y ® 1; thus
(0,%0), (1,%1) € R, and the XOR of these two is (1,Z). Since R is invariant under a ® b @ ¢,

JERy— (0,)) eR— (1,§®Z2)ER— §d® Z € Ry,
JeER — (L,LY)) e R— (0, 7D 2) e R — §® Z € Ry.

In other words, if Ry is the affine subspace V + i, then R; is the affine subspace V + 4 + Z. Therefore R is
the affine subspace V' + (0, @), where V” is the span of (0,V) and (1, 2).

Finally, suppose that g has arity m > 4 and depends on all coordinates. We will show that this cannot
happen, completing the proof of Schaefer’s theorem.

As shown above, the function g(ai,a1,as,as,as,...,an) is a projection a;. Without loss of generality,
i # 1. The function g(ai, a1,as,as,as,...,a,) is also a projection a;. We cannot have j = 1, since if we
identify a3 and a4, we get a; for i £ 1. Without loss of generality, suppose that j = 4. Identifying a; and
asz, we see that

g(ar,a1,a1,aq,a5,...,am) = ay.
Now consider g(ai,as,as,aq,as,...,a,). This is a projection ay. If we identify a; and as, we get a4, and
so k = 4. Similarly, g(ai,a2,a1,a4,as,...,a,) = ag. Thus
g(a,a,b,aq4,a5,...,0,) = aq,
g(aabaa>a47a57 cee ,am) = G4,
g(b,a,a,aq4,as5,...,0,) = aq.

Every input to ¢ is captured by one of these three identities, and so g(@) = a4. That is, g is a projection,
and so doesn’t depend on all coordinates.

Finer classification Schaefer’s theorem shows that every Boolean CSP is either NP-complete or in P.
Allender, Bauland, Immerman, Schnoor, and Vollmer [ABIT09] refined this, by classifying the complexity of
Boolean CSPs up to AC? reductions. They show that every Boolean CSP is either in coNLOGTIME, or it
is hard with respect to AC° reductions for one of the following classes: L, NL, ®L, P, NP.

Post’s lattice Post [Posdl] classified in 1941 all clones of Boolean functions. There are countably many
cases, which can divided into finitely many families. The resulting poset of clones is a lattice known as
Post’s lattice. Post’s classification can be used to replace the case analysis in the proof of Schaefer’s theorem.
Moreover, it was used by Allender et al. in their finer classification.

The situation for larger alphabets is wilder: there are uncountably many clones. Therefore the proof of
the dichotomy theorem for general finite alphabets uses a case analysis similar to the current proof.
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Polymorphisms of 3SAT and NAE-3SAT The proof of Schaefer’s theorem shows that 3SAT and
NAE-3SAT cannot have any polymorphisms other than projections and anti-projections, unless P=NP. We
can in fact show it directly, using the completeness properties of these sets of perdicates.

It is well-known that every predicate is pp-definable in 3SAT. Explicitly, a predicate R is pp-definable in
SAT as follows: .

R(@) «— N\ “C#0".
b¢R

The predicate & # bis just a disjunction of “x; # b;”. This can be further expressed in 3SAT using extension
variables. The basic idea is to repeatedly use the identity

aVp+— Az(aVz)ABV-2),

where «, 8 are arbitrary disjunctions. This allows us to express long clauses using ones of length 3. We can
express shorter clauses using ones of length 3 by duplicating literals.

Since Pol(Inv(())) = [#] and Inv(®) consists of all relations, we conclude that the only polymorphisms of
the set of all relations are projections. Since every relation is pp-definable in 3SAT, this implies that the
only polymorphisms of 3SAT are projections.

NAE-3SAT does have polymorphisms, namely “anti-projections” m;(x) = —x;. We can show that the
projections and the anti-projections are its only polymorphisms by mimicking the proof that we gave above
for 3SAT. If R is a predicate which is invariant under complementation (which we denote by —) then

R(Z) +— /\ “F L b, b
b¢R

This shows that R is pp-definable in NAE-SAT. To express this in NAE-3SAT, we first observe that just as
before, if a, B are sets of literals then

NAE(w, 8) +— 3z NAE(q, 2) A NAE(S, —2).

We leave the easy verification to the reader. This allows us to express long NAE-constraints as ones of
width 3. We can express width 2 NAE as follows:

‘¢ #1" «— 32 NAE(z,y, z) A NAE(z, y, ).

Since Pol(Inv(—)) = [], the set of all relations invariant under complementation has only projections
and anti-projections as polymorphisms. Since every such relation is pp-definable in NAE-3SAT, we conclude
that the only polymorphisms of NAE-3SAT are projections and anti-projections.

2.7 Alternative statement

The traditional account of Schaefer’s theorem states that each Boolean CSP is either NP-hard or reduces to
one of the following tractable cases:

1. The constant 0 assignment is always satisfying.

2. The constant 1 assignment is always satisfying.

2SAT, in which each clause contains at most two literals.

- W

Horn SAT, in which each clause contains at most one positive literal.
5. Dual-Horn SAT, in which each clause contains at most one negative literal.

6. Linear equations.
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In our account, the tractable cases corresponded to having the following polymorphisms:
1. Constant 0.
2. Constant 1.

Majority.

=~ W

Binary AND.
5. Binary OR.
6. Ternary XOR (Minority).

Items 1 and 2 in both lists clearly correspond, and our proof of tractability of Item 6 showed that
it corresponds to linear equations. It turns out that the remaining items also correspond: a relation is
invariant under Majority iff it is expressible as a 2CNF, and similarly for the other two cases. Since Horn
SAT and Dual-Horn SAT are the same up to negative all variables, it suffices to discuss the cases of 2SAT
and Horn SAT.

2SAT It is easy to check that 2SAT is invariant under majority. Let ¢; V ¢35 be a 2SAT clause. Given
three satisfying assignments, at least two of them satisfy the same literal £;; hence taking their majority will
satisfy the same literal, and so the clause.

Conversely, suppose that R is a relation which is invariant under Majority. Let us show that it is
expressible as a 2CNF (without extension variables!); this will imply that the polymorphisms of 2SAT are
generated by Majority.

We will closely follow the algorithm for CSPs invariant under Majority that we presented in Section [2.3
we will show by induction that for k > 2, a (k+ 1)-ary relation invariant under Majority can be expressed as
a kCNF. Given such a relation R, the strongest kCNF ¢ that we can choose consists of the conjunction of
all k-clauses which are implied by R. For example, if no satisfying assignment x = (z1,...,zr+1) of R has
x1 = --- =2 = 0, then ¢ will include the clause z; V -- -V z. In other words, ¢ states that the restriction
of x to any k coordinates is a partial solution.

By construction, any satisfying assignment of R also satisfies ¢. In the other direction, we use an
argument identical to the analysis of the algorithm in Section Let y be a truth assignment satisfying ¢.
Considering the projections to all variables but x1, z2,x3 in turn, we deduce the existence of the following
three satisfying assignments of R:

* Y2 Ys Yq...
Y * Ys Ya...
Y Y2 * Ya...

The asterisks contain values which we have no control over. But whatever those values are, if we take the
majority of all three satisfying assignments, we get back y.

How do we solve 2SAT efficiently? We can think of a 2SAT clause ¢ V ¢35 as stating two statements:
e If /1 is false then ¢ must be true.
e If /5 is false then ¢; must be true.

Accordingly, we can construct a directed graph whose vertex set consists of all literals, and in which we
include edges —¢1; — £ and —fy — {7 for every clause ¢1 V £5. If this graph contains a directed path from a
literal to its negation, then the 2SAT instance is clearly unsatisfiable. We will show that in any other case,
the instance is satisfiable. The crucial observation is that if we have a path from ¢; to /5 then we also have
a path from —/¢5 to —/¢.

Choose an arbitrary variable x. Either there is no directed path from x to Z, or there is no directed path
from z to x (or both); suppose the former. We set z, and every literal reachable from z, to true, and remove
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all falsified literals from the graph. For this to make sense, we need to know that not both y and § can be
reached from x. Indeed, if there were paths from = to y and from x to ¥ then there would be a path from
y to Z, and so we would obtain a path from x to . Similarly, in the remaining graph there is no path from
any literal ¢ to Z, since then there would be a path from x to —¢, and so we would have set ¢ to false and
would have consequently removed ¢ from the graph. Continuing in this fashion for all variables, we obtain
a satisfying assignment.

We will see an alternative algorithm, due to Krom [Kro67], in Section

Horn SAT Horn SAT, named after Alfred Horn, arises in logic programming. The Prolog clause

u :- p,q,r.

states that w is true if all of p, g, are true, which translates to the Horn clause vV pV qV FE|

Horn clauses are invariant under AND. Indeed, consider a Horn clause (y1 A -+ A ym) — x. Given two
satisfying assignments, if both of them satisfy y; A --- A y,,, then both of them also satisfy x. Otherwise,
their conjunction doesn’t satisfy y1 A -+ A Y.

Conversely, suppose that R is a relation which is invariant under AND. We will show that it is expressible
as a Horn CNF (without extension variables!), which will imply that the polymorphisms of Horn SAT are
generated by AND. Incidentally, since

(WA Aym) w2 (Y1 A2) =2 A (Y2 A Aym) = 2,

we conclude that the polymorphisms of Horn 3SAT are already generated by AND.

As in the case of 2SAT, we will show that R is equivalent to the strongest Horn CNF ¢ implied by R,
that is, the conjunction of all Horn clauses implied by R. By construction, every satisfying assignment of R
satisfies ¢. In the other direction, consider any satisfying assignment y of ¢, and suppose that it assigns true
to the variables in the set S. For each i ¢ S, the clause xg — z; does not appear in ¢ (where xg signifies
that all variables in S evaluate to true), and so there is a satisfying assignment of R which sets all variables
in S to true, but sets x; to false. Taking the AND of all these assignments for all i ¢ S, we get y, and so y
satisfies R.

How do we solve Horn SAT efficiently? Let us first observe that if there is no clause of the form x, then
assigning false to all variables satisfies all clauses. Conversely, if there is a clause of the form z, then we must
set = to true, and can then remove all occurrences of T from all remaining clauses. Continuing in this way,
we either find a satisfying assignment, or arrive at a CNF in which one of the clauses is empty, concluding
that the instance is unsatisfiable.

In Gentzen’s sequent calculus, this will be written p,q,7 F u. More generally, P - Q means that if all propositions in P
hold then at least one of the propositions in @ holds.
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3 Approximability: MAX-3LIN

This and the following section follow lecture notes of Prahladh Harsha (Limits of approzimation algorithms,
TIFR 2010) and of Ryan O’Donnell (Advanced Approzimation Algorithms, CMU 18-854B, Spring 2008).

3.1 Approximation algorithms and inapproximability

Recall that in MAX-3XOR, also known as MAX-3LIN, we are given a bunch of linear equations on three
variables z; @ x; ® x), = b, and the goal is to find an assignment which satisfies as many equations as possible.

It is easy to check whether an instance is satisfiable using Gaussian elimination. What can we say when an
instance is unsatisfiable? The Razborov—-Smolensky encoding [Raz87, [Smo87] relates satisfiability of clauses
to satisfiability of linear equations. Given a 3-clause x V y V z, consider the set of linear equations of the
form azx @ By @ vz = 1, where «, 8, go over all 7 possible values other than (0,0,0). If z =y = z = 0 then
all of these linear equations are false, and otherwise exactly 4 of them are true.

We can realize these linear equations in 3LIN by adding IV copies of the equation w & w & w = 0, for
large enough N, and replacing the constant 0 with w. This allows us to convert a 3CNF on m clauses ¢ to
a MAX-3LIN instance ¥ with 7m + N constraints such that ¢ is satisfiable iff some assignment satisfies at
least 4m + N constraints of ¢ (choosing N = 3m + 1 suffices). Thus the decision version of MAX-3LIN is
NP-hard.

One standard way to cope with NP-hard problems is via approximation algorithms. In this case, we are
looking for a polynomial time algorithm which, given an instance ¢ of MAX-3LIN with value O (the value is
the maximum fraction of constraints which can be simultaneously satisfied), produces a satisfying assignment
which satisfies at least ¢ - O of the constraints. The constant ¢ is known as the approximation ratio. We
often allow approximation algorithms to be randomized, and then we either measure the expected value of
the assignment that they produce, or require them to output a good assignment with high probability.

A random assignment satisfies half the constraints in expectation; moreover, we can derandomize this
algorithm to obtain a deterministic algorithm which always satisfies at least half the constraints. Since the
value is always at most 1, this algorithm has approximation ratio 1/2. Can we do better?

If P=NP then we can solve MAX-3LIN exactly (this is a nice exercise). Following Hastad [Has01], we
will show that if P#NP, then the approximation ratio of 1/2 cannot be improved upon. As in the usual
theory of NP-completeness, we will aim at a many-one reduction from SAT to “approximating MAX-3LIN”.
Here is what this means in practice: for every € > 0, we will construct a polynomial time reduction that
takes as input a SAT instance ¢ and outputs a MAX-3LIN instance v such that:

e Completeness. If ¢ is satisfiable then the value of ¢ is at least 1 — e.
¢ Soundness. If ¢ is not satisfiable then the value of ¢ is at most 1/2 + .

In other words, the promise version of MAX-3LIN in which the instance is either at least (1 — €)-satisfiable
or at most (1/2 + €)-satisfiable is NP-hard.

If we had an approximation algorithm for MAX-3LIN with approximation ratio 1/2 + ¢ then we could
use it to solve SAT as follows. First, we choose a value of € such that

(1—€)(1/2+08) > 1/2+ ¢

1/2
{ T 124l

— €

This is possible since as € — 0, the ratio on the right-hand side tends to 1/2. Given a SAT instance ¢, we
reduce it to a MAX-3LIN instance v satisfying the properties above. We run the approximation algorithm,
and calculate the value S of the assignment it produces. If S > 1/2 + € then we known that ¢ must be
satisfiable. Conversely, if ¢ is satisfiable then S > (1 —€)(1/2 +6) > 1/2 + . Thus ¢ is satisfiable iff
S>1/2+e.

Incidentally, this rules out approximation algorithms that only approximate the value of a MAX-3LIN
instance, rather than produce an actual good assignment. We say that MAX-3LIN is NP-hard to approximate
better than 1/2.
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Perfect completeness The promise version of MAX-3LIN in which the instance is either satisfiable or
at most (1/2 + €)-satisfiable is easy: we can decide it using Gaussian elimination. The same cannot be said
about MAX-3SAT.

We can relate the hardness of MAX-3SAT to that of MAX-3LIN by encoding a linear equation z®&y®z = 0
as the corresponding CNF":

(xVyVIIA(@VYIVIAN(EVYyV2)A(ZVGVZ).

If z®y®z = 0 then the CNF is satisfied, and otherwise exactly one clause is not satisfied. If we compose this
encoding with the reduction from SAT to the promise version of MAX-3LIN, then we get a reduction from
SAT to the promise version of MAX-3SAT with the following features, denoting the input SAT instance by
¢ and the output MAX-3SAT instance by x:

e Completeness. If ¢ is satisfiable then the value of x is at least 1 — e.
e Soundness. If ¢ is not satisfiable then the value of x is at most (1/2+¢€)+(1/2—¢€)(3/4) = 7/8+¢/4.

This suffices to show that it is NP-hard to approximate MAX-3SAT better than 7/8, which matches the
trivial algorithm which chooses a random assignment, if we assume that each clause mentions three different
variables (an assumption satisfied by the instances produced by our reduction, as it turns out).

We could ask for more: instead of the imperfect completeness appearing in this reduction, we could hope
for perfect completeness, that is, for a reduction in which in the first case, x is completely satisfiable. Such
a reduction was found by Hastad [Has01]. This shows that it is even hard to distinguish between satisfiable
instances and those which are only marginally satisfiable beyond the random assignment threshold. We
won’t prove this result here.

Exercise Explain how to solve MAX-3LIN exactly using a SAT oracle.

3.2 PCP theorem, label cover, parallel repetition

PCP theorem The hardness results we are interested in concern promise problems in which there is a gap
between Yes instances and No instances. The starting point of all such hardness proofs is the PCP theorem.
There are many ways to state the PCP theorem. Let us start with the perspective of proofs.

Consider a game between two parties: Prover (she/her) and Verifier (he/him). Prover is trying to
convince Verifier that she has a satisfying assignment for some 3CNF ¢ on n variables and m clauses, known
to both parties. One obvious way to do so is to hand Verifier a satisfying assignment x for ¢, which Verifier
can check in polynomial time. What if we want Verifier to run even faster, say in constant time? He could
choose a random clause C' of ¢, read the three corresponding variables of x, and check that they satisfy C.

If ¢ is satisfiable and Prover sends Verifier a satisfying assignment, then Verifier’s check will always pass.
When ¢ is not satisfiable, the best strategy for Prover is to choose an assignment which falsifies as few clauses
as possible, say k. Verifier then catches Prover with probability k/m. The problem with this strategy is that
k could be as small as 1, in which case Verifier only catches Prover with probability 1/m.

The PCP theorem gives an efficiently computable encoding E(¢) of ¢, which is another 3CNF satisfying:

e Completeness. If ¢ is satisfiable, then so is E(¢).

e Soundness. If ¢ is not satisfiable, then every assignment falsifies a y-fraction of the clauses of E(¢),
where 7 > 0 is some absolute constant.

By running his previous strategy on FE(¢), Verifier is able to catch Prover in the unsatisfiable case with
probability v > 0. He can magnify his success probability by running several rounds of this procedure (more
on that, later).
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Label Cover Another way to look at this game introduces another Prover, which holds a satisfying
assignment for each clause. Let us call the two provers Clause-Prover and Variable-Prover. Verifier now
chooses a clause C' and a variable z; contained in it; queries Clause-Prover for a satisfying assignment y of
C, and Variable-Prover for the value z; of x;; and checks that y; = z;.

If ¢ is satisfiable, then Variable-Prover can choose a satisfying assignment z, and Clause-Prover can use
the same assignment for her satisfying assignments. In contrast, suppose that any assignment falsifies at
least k clauses of ¢. Then whatever assignment z Variable-Prover chooses, there will be at least k clauses
on which Clause-Prover will have to disagree with z, and so Verifier will catch the provers with probability
at least k/3m.

A neat way to look at this new game is via a bipartite graph. The left side consists of the m clauses of
¢, and the right side consists of the n variables of ¢. We connect a clause C' and a variable x; if C' mentions
x;. In the two-prover game, Clause-Prover chooses a 7-coloring of the left side, and Variable-Prover chooses
a 2-coloring of the right side. Verifier then chooses a random edge and checks that the color y(C) of C
matches the color z(z;) of ;. This check can be realized as a function f: {1,...,7} — {0,1}, which we can
conveniently write on the (C, ;) edge.

The abstract version of this problem is known as Label Cover. For finite sets X, A, an instance of
(3, A)-Label Cover consists of a bipartite graph G = (V, Vg, E), and for each edge e = (v;,v,) € E, a
function f.: ¥ — A. The goal is to choose a 3-coloring « of Vi, and a A-coloring  of Vi such that
forwn(a(vy)) = B(vy) for as many edges (v, v,) € E as possible. The value of the instance is the maximum
fraction of constraints that can be satisfied.

Using this language, we can restate the PCP theorem: Given a CNF ¢, it constructs in polynomial time
an instance IT of (7,3)-Label Cover such that:

¢ Completeness. If ¢ is satisfiable, then II is satisfiable (has value 1).
e Soundness. If ¢ is not satisfiable, then the value of II is at most 1 — §, for some & > 0.

In other words, given an instance of (7,3)-Label Cover, it is NP-hard to distinguish between the following
two cases:

e II is satisfiable.
e II has value at most 1 — §.

All proofs of the PCP theorem are difficult, though the new proof of Dinur [Din07] is much shorter than
the original proof [AS98, IALM™9§].

Parallel repetition The gap provided by the PCP theorem, 1 versus 1 — ¢, is a good starting point, but
for our actual hardness result we will need an arbitrarily large gap. The natural way to magnify the gap
is via repetition: Verifier should ask Clause-Prover for several clauses, choose one variable each, and ask
Variable-Prover for the corresponding variables. If Verifier employs ¢ clauses, we would expect the value of
the game to decrease as (1 — §)!. Surprisingly, this is not the case! The provers can sometimes do better.

Exercise Consider the following game, involving two provers and a verifier. Left Prover and Right Prover
each choose a 2-coloring of the vertices 1,2,3 of a triangle: Left chooses the colors a1, a2,a3 € {0,1}, and
Right chooses the colors by,be,b3 € {0,1}. Verifier then chooses some i € {1,2,3}, and either checks that
bi = a;, or that bi+1 7é Q;.

Model this game as an instance of Label Cover, and compute its value. Then consider what happens
when Verifier asks each prover for the color of two vertices. Model the new game as an instance of Label
Cover, and compute its value.

Raz’s celebrated parallel repetition theorem |[Raz98| states that if a game of this sort has value 1 — ¢,
then repeating it enough times decreases the value arbitrarily close to zero. Quantitatively, Rao [Raoll]
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(improving on the parameters obtained by Raz) showed that the value is at most (1 — §/2)%% after ¢
repetitions. The upshot is that for every e > 0 we can find alphabets ¥ and A (whose size depends on ¢)
such that given an instance II of (3, A)-label cover, it is NP-hard to distinguish between the following two
cases:

e II is satisfiable.

e II has value at most e.

This will be the starting point of our inapproximability result.

3.3 Long code, linearity testing (1)

Fix some small € > 0, and let 3, A be alphabets such that it is NP-hard to distinguish satisfiable instances
of (3, A)-Label Cover from instances whose value is at most e. We would like to find a reduction that takes
an instance II of (X, A)-Label Cover and outputs an instance ¢ of MAX-3LIN such that:

¢ Completeness. If II is satisfiable then ¥ is almost satisfiable (has value close to 1).

e Soundness. If IT has value at most € then ¥ has value roughly 1/2.

The obvious idea is to have the variables of ¥ encode colorings of both sides of II. How should we encode
the color of a vertex v on the left-hand side? Let ¥ = {1,...,s}. We want to encode each o € ¥ using
some collection y1, ...,y of bits. Each y; is some function of 0. Which functions should we choose? There
are only 2° possible functions, which is a constant number, so why not just choose all of them? Here is a
concrete example, with s = 3:

| 000 001 010 011 100 101 110 111
1o o o0 o0 1 1 1 1
2/ 0 0o 1 1 0 0 1 1
30 1.0 1 o0 1 0 1

Here the left column is an element o € {1,2, 3}, and the remaining columns consist of all possible functions.
We have suggestively provided indexes on the first row.

Generalizing from this special case, we are encoding each o € ¥ using a function f,: {0,1}* — {0,1}
given by fo(x1,...,2s) = z,. In other words, f, is a projection, though in this setting, it usually goes by the
name dictator (betraying the origins of Boolean function analysis in social choice theory). This encoding is
known as the Long Code.

Suppose that our reduction encoded the color of a vertex v on the left-hand side by a function f,: {0, 1}/*I —
{0,1}, whose intended value is f,, where o € ¥ is the color of v. Our reduction will need to test (implicitly
or explicitly) that f, is indeed a dictator, using the only means available to it: 3LIN constraints. How does
such a test proceed?

Let us start with an easier goal: testing that a given function f: {0,1}" — {0, 1} is linear, that is, of the
form f(x) = @, g =i A dictator is a special case of a linear function, so this seems like a good starting point.
Another definition of linear, familiar from linear algebra, is: f(x ® y) = f(z) ® f(y). The two definitions
coincide, and the latter suggests a natural tester:

Choose x,y € {0,1}" at random, and verify that f(z @& y) = f(z) & f(y).

If f is linear, then the test always passes; this is completeness. What about soundness? We cannot say
much if f is close to a linear function. Indeed, if f is e-close to a linear function, meaning that it results
from a linear function by changing an e-fraction of the entries, then the test will pass with probability at
least 1 — 3e. Therefore the most we can expect to say is that if the test passes with probability 1 — ¢, then
f is O(e)-close to a linear function.
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It turns out that soundness does hold. There are at least three different proofs of this fact, and we will
see two of them. The first one, which is also the original one, is quite intuitive; it is due to Blum, Luby
and Rubinfeld [BLRI3]. The second one uses Fourier analysis, which we cover later on; it is due to Bellare,
Coppersmith, Hastad, Kiwi and Sudan [BCH™96]. A third one, using induction, is due to David, Dinur,
Goldenberg, Kindler and Shinkar [DDG™17], who used their analysis to generalize the test to the case in
which the function gets as input a binary vector of some constant even weight.

Let us therefore assume that f(x®y) = f(z)® f(y) holds with probability 1—e, where € < 2/9. We think
of f as some noisy version of a genuine linear function g. How do we extract g from f? Writing the test as
f(@) = f(y) ® f(x & y) suggests such a way: taking g(x) to be the majority value of f(y) @ f(z ®y). The
resulting function is close to f: if g(x) # f(x) then this means that the probability that f(z) # f(y)® f(zDy)
is at least 1/2, implying that

Pr7(@) # f(4) @ f(a ® )] > 5 Prlf(a) # g(a)].

Thus Pr[f # ¢] < 2e.
Miraculously, the function ¢ is linear! In order to show this, we first show that for every x, the value of
f(y) ® f(x ®y) is significantly skewed towards g(x): namely,

Prf(y) @ f(x ©y) = g(z)] > 2/3.

The idea is to relate this probability to the probability that f(y) ® f(z ®y) = f(2) ® f(x @ 2). If the former
is p > 1/2 then the latter is p?> + (1 — p)?, which is increasing with p. Therefore it suffices to show that
f) o fzay) = f(2) ® f(x @ 2) with probability at least 5/9.

Moving things around, it suffices to bound the probability that f(y) & f(z @ 2) = f(2) ® f(z @ y). For
every x, the values y, x @ z are uniformly random, and so they equal f(z @y @ z) with probability more than
1 —2/9. The same can be said about the right-hand side, and so

Prif(y) = flr@2)=froy®2) = f(2) @ flx®y)] >1-2/9-2/9=5/9.

Now we can show that g is linear. The idea is very simple: given x,y, each of the following holds with
probability more than 2/3 over the choice of z:

g(z) = f(2) @ flz @ 2),
9(y) = f(2) ® fly ® 2),
gxdy)=flzez2)® f(y o 2).

Hence we can find a value of z for which all of these equations hold. Summing them, we see that g(x ®y) =
g(x) @ g(y). Since x,y were arbitrary, we conclude that g is linear, completing the analysis.

3.4 Fourier analysis and linearity testing (2)

The analysis of linearity testing that we just saw is very neat, but not as versatile as the next technique that
we demonstrate: Boolean function analysis, which is the same as Fourier analysis on the group Z7.

We want to show that if f(x ®y) = f(z) ® f(y) happens with high probability, then f is close to a
linear function. It will be convenient to switch to a different representation of Boolean values, {—1,1},
since XOR corresponds to multiplication in this representation (if we represent 0 as 1 and 1 as —1). Thus
fi{£1}" — {£1} satisfies f(xy)f(z)f(y) = 1 with high probability.

It is natural to express an arbitrary f as a mizture of linear functions, so we need names for these. For
each S, we have a linear function xs(z) = [];c g %, and in this context these are known as Fourier characters.
The fundamental observation is that the Fourier characters form an orthonormal basis for the space of all
functions on {£1}" with respect to the inner product

() =Elf @] = 5. Y f@)glo)

ze{£1}"
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Since x% = 1, the Fourier characters have unit norm. To see that they are orthogonal, suppose that S # T,
and choose an arbitrary ¢ € SAT. Then

wsan =5 X [[ollo=5 X I[ao=5 X o ¥ ] @-o

’I‘G{:l:l}"jes keT ze{E£1}n LeSAT zi€{£l} z_;e{Fl1}n— 1ZESAT

where x_; contains all variables but x;. Finally, the Fourier characters form a basis since there are 2™ of
them, matching the dimension of the space of all functions.

Since the Fourier characters form a basis, every function f: {£1}"™ — R (not necessarily Boolean) has a
unique expansion as a linear combination of Fourier characters, known as its Fourier expansion:

=Y (9

SC[n]

The coefficients f(S) are called Fourier coefficients.
What does all of this have to do with linearity testing? First, let us notice that if Pr[f(x)f(y)f(zy) =
1] =1 — € then
Ef@f@fayl=010-¢-e=1-2e

The idea now is to open each of the copies of f into its Fourier expansion:

12 = E[f(0)f)faw)] = E S F(S)xs(e) 3 FTxr() 3 FU)xw ().
Y S T

z,y
U

Note that xu(zy) = xv(z)xu(y). Rearranging gives

1-2e= 3 f(S)/(T)f(U)E 2 [xs (@) (v)xu (@)xo )] =

S, T,U

S,T,U

using orthonormality at the very last step. Orthonormality also implies that 1 = E[f?] = > ¢ f (S)2, known
in this context as Parseval’s identity, and so

1—26:Zf( <Zf maxf( T) = max f(T).
s

T

In other words, some T satisfies f (T') > 1 — 2e. Applying orthonormality one last time, we see that

F(T) = (f,xt) = Pr[f = x7] — Pr[f # x7] = 2P1[f = x7] — 1.

We conclude that Pr[f = x7] > 1 — €. In other words, f is e-close to the linear function xr.

3.5 Dictatorship testing and folding

Emboldened by our success with linearity testing, let us move on to our actual goal: dictatorship testing.
Given a function f: {£1}™ — {£1}, we want to test whether f is a dictator, that is, of the form f(z) = =;
for some i € {1,...,n}.

How do we distinguish dictators from other linear functions? The basic idea is that if we slightly perturb
the input, then a dictator would hardly be affected, whereas a function like parity (the linear function
depending on all coordinates) will essentially reduce to a random function.

Given an input z € {£1}", we can perturb it into an input y € {£1}" in the following way: y; =
with probability 1 — é, and y; = —x; with probability §. The effect of perturbation on Fourier characters is
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easy to calculate. If we choose x uniformly at random and perturb it to y by negating each coordinate with
probability §, then

1 1 1

Prlxs(e) = xs(u)] = 5 + 5 Exs(@xs)] = 5 + 5 [] B loal = 5 + 50 -20)1
Y T,y iESI“yl

\}

Thus dictators are unaffected with probability 1 — §, whereas parity becomes almost completely random.

We can combine this idea with linearity testing by perturbing one of the three values z,y, xy, say the
last one. Omne way to accomplish this is as follows: we choose z,y uniformly at random, let z; = 1 with
probability 1 — ¢ and z; = —1 with probability ¢, and check that f(zyz)f(z)f(y) = 1. This is known as the
dictatorship test or long code test.

Dictators no longer pass this test with probability 1: the probability is reduced to 1 — §. That is, we
lose perfect completeness. What about soundness? What can we say if Pr[f(z)f(y)f(zyz) =1 > 1—¢€? As
before, this implies that

1-2e= E [f(2)f(y)f(zyz)]

z,Y,%

= FSOIDFU) E [xs(@)xry)xv(eyz)]

T,y,z

= F()F(T)F(U) Elxs(@)xv(x)] Eber (v)xv W) Elxu (2)]

x

As before, this implies that .
1— 26 < max f($)(1 - 26)151,

In particular, f(S) > 1 — 2¢, and so as before, Pr[f = ys] > 1 — e. But we can say more: we also have
(1—20)151 > 1 — 2,

and so S is small.

Looking ahead, in our reduction to MAX-3LIN, the No case will involve instances whose value is close to
1/2. This suggests that when analyzing the soundness of the dictator test, we should check what happens
when the test succeeds with probability 1/2 4+ n. Substituting e := 1/2 — 7 gives us a set S satisfying the
following properties:

. f(S):E[fXS]Zl—%:Qn.
o Pr[f=xs]>1—€e=1/2+n.
o (1-20)I51>1—2e=2p, and so

log(2n) 1 1
< 2V __0fZlog-).
151 = log(1 — 24) © 0 log 7

How should we think of this kind of promise? It allows us to decode any function f which passes the
dictatorship test with probability better than 1/2 into a small set S of variables. This is somewhat similar
to the concept of list decoding. In our context, the function f is supposed to encode a color o € ¥ of some
vertex. We can think of S as a small list of such assignments which somehow arises from f. We will see
below how such lists are useful. Roughly speaking, we will choose a color o € S at random, and show that
when doing so for all vertices in parallel, in expectation this produces a non-trivial coloring.
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Folding Before proceeding any further, we should take note of one troubling phenomenon: while dictators
don’t pass the dictator test with probability 1, another function does, namely the constant 1 function, which
corresponds to xg. This is a problem since our decoding procedure would produce S = @) as the small list of
suggestions for coloring the vertex encoded by f. We would like to rule out empty S.

One way to rule out the constant 1 function is to force the function f to be odd, that is to satisfy
f(=z) = —f(x) for all z, using folding. This is helpful, since dictators are odd whereas the constant function
isn’t. The way to enforce this constraint is very simple: we only specify the values of f on inputs in which
21 = 1, and define f on the rest of the inputs using f(xz) = —f(—=z) (the choice of x; is arbitrary).

We can analyze the test much as before, by treating f as an arbitrary odd function. Dictators still pass
the test with probability 1 — §. In the soundness analysis, we can say something more about the set S: it
contains an odd number of elements, and so in particular, is not empty. Indeed, if f is an odd function and
S contains an even number of elements then ys(—xz) = (—1)¥lxs(2) = xs(z), and so

£(8) = Elf (#)xs(x)] = E[f (~)xs(~a)] = ~ E[f()xs(@)] = —£(S).
This implies that f(S) =0, and in particular it is not the case that f(S) > 2.

3.6 Hardness for MAX-3LIN

We are now in a position to construct a reduction from Label Cover to MAX-3LIN. Our starting point is an
instance II = (U,V, E,{m.}) of (£, A)-Label Cover which is either satisfiable or at most 7-satisfiable, that
is, at most a v-fraction of constraints can be simultaneously satisfied. Here m.: ¥ — A are the constraints
(renamed from f. to avoid collision with the long code encoding), and + is a parameter of our choosing
which determines the sizes of 3 and A. Our goal is to output an instance ¥ of MAX-3LIN with the following
properties:

e Completeness. If II is satisfiable then ¥ has value at least 1 — e.
e Soundness. If IT is at most v-satisfiable then ¥ has value at most 1/2 + e.

Here € > 0 is a parameter given to us, and we can choose v depending on e.

Following the suggestions in the preceding sections, we will encode the color of each vertex in U by an
odd function f,: {£1}* — {41}, which we store as a collection of 2/*I=! Boolean variables. Similarly, we
encode the color of each vertex in V by an odd function f,: {£1}® — {#1}, stored as a collection of 2/41=1
Boolean variables.

The intention is for each f, and f, to be a dictator. As we saw above, this can be enforced, to some extent,
by checking that f(z)f(y)f(zyz) = 1 for each f, random z,y, and random z chosen so that Pr[z; = 1] =1-4¢
for each i. Incidentally, dictators pass this test only with probability 1 — §, which is why the MAX-3LIN
instance ¥ will not be satisfiable even when II is.

Apart from checking that f, and f, are dictators for every u, v, we also want to check that the constraints
me hold. Our strategy will be to choose an edge (u,v) at random, and check somehow that the dictators
fu, fo agree with my,.

Suppose that f,, f,, were indeed dictators satisfying my,. Then f,(z) = z, for some o € X, f,(y) = y-
for some 7 € A, and 7y, (0) = 6. We can therefore express f, using f,, and m,, as follows, where we assume
that ¥ ={1,...,s} and A ={1,...,t}:

fv(yla v 7yt) = fu(ywuv(l)a R 7yﬂ'uv(s))~

Indeed,
fu(y‘n'm,(l)v ceey yﬂ-um(s)) = Yrup(o) = Yr = fv (y)

Denoting the input to the left-hand side by y o 7., we can write this succinctly as fy,(y o muy) = fo(y). This
gives us a way to convert vectors in {1} to corresponding vectors in {£1}*.
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Our test will start by querying f,(z) at a random = € {£1}* and f,(y) at a random y € {£1}*. The
only sensible thing to do now is to convert y into a vector in {£1}* by composing with 7,,. Now we have
two vectors ,y 0 Ty, € {1}, and so we are led to the following test:

e Choose a random edge (u,v) € E.

Choose = € {£1}* and y € {+1}* at random.

Choose z € {#1}* at random in a biased manner: z; = 1 with probability 1 — §.

e Check whether f,,(z)f,(y) fu(z(y o myup)2z) = 1.

Our check, translated back to {0,1} variables, is of the form p @ ¢ @ r = b, where p, q,r are Boolean
variables (part of the encodings of fy, f,), and b is a constant. Although in the test as stated b is always
equal to zero, when we undo the folding we get arbitrary b.

Our test is a probability distribution over equations of the form p ® ¢ @ r = b. This is not quite an
instance of MAX-3LIN: an instance is a list of equations rather than a distribution. However, this is not a
big difference. Assuming that ¢ is a rational constant (depending on €), we can find an integer N, whose size
is polynomial in that of II, such that the probability that each equation p & g @ r = b gets chosen is of the
form M/N. We can express this by repeating the equation M times. The fraction of constraints satisfied by
some truth assignment is then the same as the probability that the assignment satisfies a random constraint.
(If we want to reduce the size of the instance, we can round M /N into a rational with smaller denominator;
this only affects the results by a little bit.)

Analysis of the reduction It remains to prove that our reduction works. One direction, completeness,
is easy: suppose that II is satisfiable, say given by the coloring c. We set fy(z) = Zc(w) and fo(¥) = Ye(w)-
We can do this since dictators are odd functions. Then

fu (x)fv (y)fu(x(y © ﬂ-uv)z) = Te(u) " Ye(v) * Le(u)Ymyw (c(uw)) Pe(u) = 2e(u)s

since 7, (c(u)) = ¢(v). Hence the test passes with probability 1 —§. This means that completeness holds as
long as we choose § < e.

The difficult direction is proving soundness. Here we follow the analysis of the dictatorship test, and see
where it leads us. We will assume that

1
Pr [fu(z)fo(y) fu(z(yomuw)z) = 1] > - +¢,
(u,v)EE 2

ZT,Y,z
and will attempt to deduce that the value of the Label Cover instance II is more than ~.

Our assumption states that on average, the modified dictatorship test passes with probability more than
1/2 4+ €. Hence on a typical edge, it passes with probability more than 1/2 + €. Let us say that an edge is
good if the test passes with probability at least 1/2 4 ¢/2. At least an €/2-fraction of edges are good, since
otherwise the average success probability of the test would be smaller than

61+<1 e) 1+6 <6 1+6 _1+
2 2)\272)2" " \2"2) 27"
(This sort of calculation is known as an averaging argument.) From now on, when constructing a satisfying

assignment for II, we will focus on good edges.
If an edge (u,v) is good then

E @A aom) ) = (5+5) - (5-5) =«
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Following the analysis of the dictatorship test, we expand the left-hand side using the Fourier expansion of
all functions involved:

€< 3 fulOFD)L0) E [xs(@)xry)xw @y o mn)?)

S, T,U e

= D FulS) (M) Fo(U) Elxs(@)xw (#)] Eler (y)xu (y © 7o) Elxu (2)]

S, T, U

The first expectation equals 1 when S = U, and vanishes otherwise. The second expectation equals 1 if T is
the set of values appearing an odd number of times in (7,,(0))scv, and vanishes otherwise; we denote this
set by 72, (U). Finally, since Pr[z; = 1] = 1 — §, the third expectation is (1 — 26)!VI. In total, we get

Y (1-28)51£,(8)* fo(m () = e (1)

SC[z]
At this point, we could apply the analysis of the dictatorship test, concluding that

max (1 - 20)151 f,(72,(8)) > e,

using Parseval’s identity on f,. We conclude that there is a small set S such that f,(x2,(S)) is large. A
reasonable choice of a color for v is a random element of 72, (). There are several issues with the idea. First,
72, (9) could be empty. Second, there could be different choices of 72, (S) arising from different choices of
edges. Third, it is not so clear how to choose a color for u given this information.
Instead, let us make the following observation: since f, is Boolean, we can think of fu(S)2 as specifying
a probability distribution on subsets of [X], known as the spectral sample. The inequality above implies in
particular that
S (1= 20817, (9)? = ¢,
sClx]
and so the spectral sample is concentrated on small sets. This gives us a way of sampling a color for u which
does not involve any specific edge: choose a set S according to the spectral sample of f,, and then choose a
random element ¢(u) € S, using the fact that S is non-empty since f,, is odd. It is natural to choose a color
for v in precisely the same way: choose a set T according to the spectral sample of f,, and then choose a
random element c(v) € T.
What is the probability that this choice satisfies the constraint 7,,? If T = 72, (S) then c(v) = 7y, (c(u))
with probability at least 1/|S], since given the choice of ¢(v), there is at least one element in S which maps
to ¢(v) under m,,. Therefore the probability that my,(c(u)) = ¢(v) is at least

3 ﬁfuw)?fv (72,(9))2. (2)
S

We would like to relate this to inequality . The obvious thing to try is to apply the Cauchy—Schwarz
inequality, splitting f,(S)? into two factors:

€ <3 Ful8) - (1= 20)81 () fu(m \/qu \/Z (1= 26)2181 £, ()2 (n2, (S))?
S
< ¢Z(1 252151, (52, (w2, (S)2.
S

This is almost in the form we want. The only difference is that (2) contains 1/|S| rather than (1 — 26)25l.
Since (1 — 20)%5! decreases much faster than 1/|S|, we can bound the former by the latter:

—965)215]
(12677 < |S|e= 418! = 1 - 45|S|e 20181 < 1

l—l‘ - 46 = 4ed’
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since ze™* < e~ ! for x > 0. In total, this shows that for every good constraint,

Prlc(v) = myuw(c(w))] > 4ed Z(l —20)251£,(9)2 fo(72,(S))? > 4ede?.
5

Recalling that the fraction of good constraints is at least €/2, this shows that a random assignment of colors
satisfies a 2ede3 fraction of constraints. Hence soundness is satisfied as long as 2ede® > ~.

Recap We want to show that it is NP-hard to distinguish instances of MAX-3LIN with value at least 1 —¢
from those with value at most 1/2+ ¢, for arbitrary e > 0. We do this by reduction from Label Cover. Given
€, we choose a parameter v > 0, depending only on € (we make an explicit choice below). Applying the PCP
theorem together with parallel repetition, we get that for some alphabets >, A depending only on 7, it is
NP-hard to distinguish between the following two cases, given an instance II of (X, A)-Label Cover:

e Completeness. II is satisfiable.

e Soundness. II has value at most ~.

We reduced II to an instance ¥ of MAX-3LIN with the following properties:
e Completeness. If I is satisfiable, then ¥ has value 1 — 4.

e Soundness. If ¥ has value more than 1/2 + € then II has value at least 2ede>.

Let us now choose § = € and v = 5¢* < 2ee*. If II is satisfiable then ¥ has value 1 — ¢, and if II has value
at most v then ¥ has value at most 1/2 + e. We conclude that it is NP-hard to distinguish instances of
MAX-3LIN with value at least 1 — € from those with value at most 1/2 + e.

3.6.1 Variant

Here is a slight variant of the soundness proof. We assume that

WP @) fulaly o m)2) =11 > % Te
T,Y,z

or equivalently,

{u,EeE[fu<x)fv<y)fu(‘r(y ° 7Tuv)2>] > 2e.
T,Y,z

Instead of considering only good edges, we consider all edges. Let

€ = B [fu(®) fo(y) fu(z(y o muw)2)], E leuw] > 2e.
T,Y,2 {uv}eE
As in the original analysis,
2
v = (1= 28) 51 fu(8)2fo (w2, (9))
sC[x]
< Y (1=20)911,(9)? o2, (5))°
SC[¥]
1
< Jos Frle(v) = muo(e(w))],

where ¢(u) is chosen by sampling S C [¥] with probability f,(S)? and then a random element of S (note
S # () since f, is odd), and c(v) is chosen in the same way. The expected value of this random coloring is

E [P = Ty >ded E [2]>4ed E  [eu]® > 16ede?,
(U’U)EE[ rle(v) = mu(c(u))] > 4e (W)EE[%L e {u,v}eE[E J ede

which is better than the bound 2ede® obtained above. We can now complete the proof as before.
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4 Approximability: MAX-CUT

MAX-CUT is the following fundamental problem: partition the vertices of an undirected graph into two
parts, maximizing the number of edges crossing the cut. It will be convenient to allow non-negative weights
on the edges. An instance of MAX-CUT is then specified by a triple G = (V, E, w), where w: E — Rxq.

We can view MAX-CUT as a CSP with a binary variable z, for each vertex v € V. The value of z,
encodes which of the two parts of V' the vertex v belongs to. An edge {u,v} is cut if =, # z,. Therefore
MAX-CUT is just an optimization version of CSP(#). Allowing edges to be weighted corresponds to allowing
constraints to be weighted. This doesn’t affect the complexity of the problem by much, since we can duplicate
constraints in proportion to their weight.

4.1 Goemans—Williamson algorithm for MAX-CUT

Karp [Kar72] showed in his classic 1972 paper that the decision version of MAX-CUT is NP-complete. In this
section we describe an approximation algorithm due to Goemans and Williamson [GW95], which introduced
semidefinite programming into the world of approximation algorithms.

Our starting point is an integer program for MAX-CUT. Recall that we have a Boolean variable x, for
each vertex. It will be convenient to have it range over the two values 1,—1. An edge {u, v} of weight wy,, is
cut if z,, # x,. We can express the corresponding indicator variable as (1 —x,x,)/2. We reach the following
integer program, whose optimal value is exactly the maximum weight of a cut in the graph:

1—z,2y
max E Wyy ——————

2
{uv}eE
st.al=1forallveV

Integer programs are hard to solve in general: we can easily encode SAT using them. When the objective
function is linear in the variables, it is natural to relax the integer program into a linear program. Here,
however, the objective function is quadratic in the variables, so instead we relax it into a semidefinite program.
The idea is to replace each variable by a vector of arbitrary dimension:

1 — (T, xy)
max Z Wy =5
{u,v}eRE

st ||z, |> =1forallveV

In fact, without loss of generality we can assume that the vectors reside in R™, since given n vectors in
FEuclidean space we can always project them into an n-dimensional subspace in a way which preserves inner
products (in fact, n — 1 dimensions suffice).

This “vector program” is a relazation of the original integer program, in the sense that its optimal value
can only be larger. The reason is that any solution to the integer program translates to a solution of the
vector program: we just map +1 to +e, where e is some arbitrary unit vector.

At this point it is not clear whether we’ve made any progress: are vector programs any easier to solve than
integer programs? It turns out that they can be solved efficiently (up to an arbitrarily small approximation
error). The first step is to get rid of the vectors. Consider the symmetric matrix M,, = (T4, x,) of all inner
products. This matrix is positive semidefinite (PSD): for any vector z € RV,

E ZuTy
v

2
> 0.

2TMz = Z ZuZy (T, Ty) = Z (Zu @y 20 Ty) =

u,veV u,veV

Conversely, given an arbitrary (symmetric) PSD matrix M, we can find a Cholesky decomposition M = X X7
which gives us vectors z, (the rows of X) satisfying My, = (@y,z,). Therefore the vector program is

30



equivalent to the semidefinite program

1 — My,
max Z me
{u,v}eE
st. My, =1forallveV
M*>=0

Here M = 0 states that M is PSD (which includes being symmetric).

A program whose objective function is linear and whose constraints are either linear inequalities or of
the form “M > 07 is known as a semidefinite program (SDP). It turns out that semidefinite programs can
be solved efficiently, using either the ellipsoid algorithm or various interior-point methods; we won’t describe
any of these algorithms here.

Rounding Suppose we solved the MAX-CUT semidefinite program, obtaining a vector solution z, via
Cholesky decomposition. How do we translate it into a cut, a process known as rounding? If the vectors
were one-dimensional (which is the case for linear programming relaxations), then the natural course of
action is to put negative values on one side, and positive values on the other side. Here, however, we have
vectors, so we first have to project them into a single dimension.

Given one set of vectors satisfying M., = (x,,x,), we can find another set of solutions by rotating the
vectors, that is, replacing x, by Uzx,, where U is an arbitrary unitary matrix; this is because (Uz,,,Uz,) =
(@4, Ty). Therefore the vectors x, should be thought of as defined only up to an arbitrary rotation. This
suggests the following simple algorithm for projecting the vectors into one dimension: rotate the vectors
using a random rotation, and project into the first argument.

Denoting the random rotation by U, this projects z, into (Uz,)1 = (z,x,), where z is the first row of U,
which is just a random vector on the unit sphere. We call z a random direction. We can compute a random
direction by sampling independent unit Gaussians z1, . .., z,, and normalizing the resulting vector so that it
has unit norm; in fact, in our case we can skip the normalization step, since it doesn’t affect the result. The
entire rounding process is known as random hyperplane rounding, where the hyperplane is {z : (z,z) = 0}.
The hyperplane partitions the space into two parts, and we partition V' according to which part the vectors
x, belong to.

How good is this solution? It suffices to calculate the probability that an edge {u, v} is cut, and compare
this probability to its contribution to the objective function, which is 1=(@u.20) Ty this end, we can project
2y and x, orthogonally to some two-dimensional plane, and rotate them so that z, = (1,0) and z, =
(cos@,sin @); thus (x,,x,) = cosf. The situation then looks as in Figure

If z, = z, (and so § = 0), then (z,z,) and (z,z,) always have the same sign. If z,, = —x,, then (z,z,,)
and (z, z, ) always have opposite signs. (In both cases, we ignore the possibility that the inner product is zero,
since this happens with probability zero.) In between, the probability varies linearly with 6, as explained in
Figure I} Therefore the edge {u,v} is cut with probability [0]/m.

Sometimes |@|/7 is larger than (1 — cos#)/2, and sometimes it is smaller; see Figure [2] We can always

say that
S 1—cosé b .2 0
— > agw ————, where « = min ———.
=Wy GW = g<o<r w1 — cosf
We can compute numerically that Ogyw ~ 2.33 and agw ~ 0.878. It follows that the expected weight of
edges cut by our rounding procedure is

—1
cos™ M 1-M
Z wuvTuv > agw Z wuvTuv'

{u,v}€E {u,v}

Since our SDP is a relaxation, the expression on the right is at least agy times the value of the maximum
cut in the graph. In other words, this algorithm produces an agy-approximation.
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(cos0,sin @)

Figure 1: A vector z corresponds to a point on the unit circle. The red region is where (z,z,) is positive,
the blue region is where (z, z,) is positive, the purple region is where they have different signs.

0.8} |

0.2 _ 1—cosf ||

BRI

Figure 2: Probability that edge is cut (blue) compared to its contribution to the objective value (red) as a
function of the angle.
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Before discussing the algorithm any further, let us mention a further issue: the algorithm, as currently
described, is randomized. It turns out that it can be derandomized using the method of conditional ex-
pectations. Since we cannot go over all possible values of each coordinate of each z,, this also involves a
quantization step. The details were worked out by Mahajan and Ramesh [MR99].

4.2 Algorithmic gap

Our analysis shows that the Goemans—Williamson has an approximation ratio of at least agy =~ 0.878. Is
the analysis tight? Can the rounding procedure be improved? Is there a better approximation algorithm
possible? We tackle these questions one by one, starting with the tightness of the analysis. We will describe
work due to Karloff [Kar99] and Alon-Sudakov [AS00].

Let pew = cosfgw =~ —0.689. In order for the analysis to be tight, we need to find an instance whose
optimal solution z, satisfies (z,,, z,) ~ pgw for all edges. With hindsight, we will construct such a graph on
the vertex set {£1}", for large n; this will enable us to employ techniques from Boolean function analysis.
We will attempt to find an instance in which an optimal solution to the SDP is z, = v/||v|| = v/y/n for all
v € {x1}"™.

In order to facilitate the analysis, we will construct the instance by specifying a probability distribution on
edges which is a product distribution, that is, an edge (u,v) is sampled by sampling the coordinates (u;, v;)
independently, and the weight of an edge is its probability. Experience from Boolean function analysis
suggests that product distributions are easier to analyze, due to the product nature of the Fourier basis.
Furthermore, it is natural to ask for the marginals to be uniform, that is, u by itself is uniform, and v by
itself is uniform.

Recall that we aim for (z,,,z,) to be close to pgw. Together with the assumption that the coordinates
(u;,v;) are identically distributed, this essentially determines the distribution of edges. Since (z,z,) =
(u,v)/n, we would like E[(u, v)] = pgwn. On the other hand, E[(u,v)] = E[ujv1]n, and so we need E[ujv1] =
pew. Moreover, in order for the marginals to be uniform, we need E[u;] = E[v;] = 0. There is a unique
distribution on pairs of bits which satisfies these constraints: sample u; € {£1} uniformly, and let v; = uy
with probability (1 + pew)/2, and v; = —u; with probability (1 — pew)/2.

If the vectors z, are an optimal solution to the SDP, then we get what we want: due to the central
limit theorem, (z,,x,) is concentrated on pgw, and so the rounding procedure will lose a factor of agw . It
remains to show that the vectors x, are an optimal solution.

Let f, be an arbitrary solution to the SDP. We can think of f as a function from {£1}" to RY, where
N is the dimension of the vectors. Accordingly, we will write f(v) for the vector chosen for v. We want
to show that the assignment x, maximizes E, ,[(1 — (f(u), f(v)))/2], or equivalently, that it minimizes
Euo[(f(u), f(v))], a quantity which is equal to pgw when f(u) = x,.

We will analyze the projection of f to each of its coordinates. The contribution of coordinate i to

Ewol(f(u), F(0)] is -
F@fi@) =Y F)AT) E[xswxr )
S, T

u,v

We can write v = ww, where each coordinate of w equals 1 with probability (1 + pgw)/2 and —1 with
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probability (1 — pew)/2. Thus

E [fitw) fi(v)] = D Fi(S)A(T) E [xs(u)xr (uw)]
’ S, T

I
C
=
G

=
<
0
S
>
S
S

s
<
2
g

using pew =~ —0.689 € (—1,0). Combining the contribution of all coordinates, we get

B[/ (). /)] = 3 Elfi@)f:0)] = pow Y EUi(0)] = pow EIIF@)IF) = pew.

uU,v

since f(v) is a unit vector for all v € {£1}". Thus f(v) = x, is indeed an optimal solution to the SDP.

What is the optimal value of this instance? Our calculation above shows that any cut f: {£1}" — {£1}
satisfies

E[f(w)f(©)] = paw,

uU,v

with equality if all the Fourier mass of f lies on Fourier coefficients of size 1, that is, f is of the form
@ emn) = S f{ipes.
i=1

The dictator functions f = +x; are of this form; indeed, these are the unique Boolean functions of this form.
In other words, if we partition the vertices into two parts according to the first coordinate, then we get a cut
whose value is (1 — pgw)/2, and this value is optimal; moreover, cuts of this form are the unique optimizers.
Thus in this instance, the value of the SDP is the same as the value of the original integer program.

4.3 Integrality gap

So far we have seen that our analysis of random hyperplane rounding is tight. But perhaps there is a
better rounding procedure? One way to rule this out is via the following observation: analyses of rounding
procedures tend to prove bounds of the form ALG > aSDP, where ALG is the expected value of the
solution produced by the algorithm, and SDP is the value of the SDP. Combined with the trivial observation
SDP > OPT, where OPT is the integer optimum, this shows that the algorithm is an a-approximation.

Since OPT > ALG, an analysis of this form guarantees that OPT > aSDP. Therefore, if we construct an
instance satisfying OPT = $SDP, then no analysis of this form can prove an approximation ratio better than
(8. Such an instance is known as an integrality gap instance, since there is a gap between the integer solution
OPT and its fractional relaxation SDP. (While we have described integrality gaps for SDP relaxations, they
are also used to analyze LP relaxations.)

This suggests looking for an instance of MAX-CUT satisfying OPT =~ agw SDP, following the footsteps
of Feige and Schechtman [FS02]. Since ALG > agw SDP =~ OPT, in such an instance the Goemans—
Williamson algorithm actually constructs a near-optimal solution. Moreover, the rounding procedure needs
to lose a factor of agw, and so again we are looking for a solution satisfying (x,,z,) ~ pew for all edges
(u,v).

In order to compute the value of the SDP, we would like to arrange, just as before, that x, be an optimal
solution for the SDP. However, this time there will be no need to prove that it is optimal. Rather, denoting
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its objective value by OBJ, it will suffice to show that agw OBJ ~ OPT, since agw SDP < ALG < OPT =
agw OBJ will imply that SDP < OBJ and so SDP ~ OBJ.

For the algorithmic gap, we chose as our graph the Boolean cube. This time, we make an even more
obvious choice: our graph will consist of a high-dimensional unit sphere! While this is an infinite graph, it can
be rounded to a finite one, a step that we skip. We will identify points on the sphere with the corresponding
vectors. Once again, it is natural to ask for a probability distribution on pairs of points whose marginals are
uniform, and moreover, the inner product is concentrated around pgyy .

As a stepping stone toward constructing such a distribution, let us start with constructing a uniformly
random point on the (d — 1)-dimensional unit sphere S?~! (which is the subset of R? consisting of vectors of
unit norm). The standard technique is to sample a d-dimensional vector  whose coordinates are iid standard
Gaussians, and normalize it. This works due to the invariance of the distribution of x under rotation.

Given two such vectors z,y, if we want (z/||z|,y/|ly|l) = pew, it seems like a good idea to require
E[z;y:] = pew; such a pair of Gaussians is said to be pgw -correlated. There is a unique bivariate Gaussian
distribution with this property. One way to sample it is to sample z;,2z; ~ N(0,1) and to take y; =
px; + /1 — p2z;. Since ||z||,||y|| are tightly concentrated around v/d (for large d), this will indeed ensure
that (x/|2ll, y/Ilyll) ~ paw-

Our instance is thus obtained by sampling d-dimensional p-correlated Gaussians x,y, and outputting the
edge (z/||z||,y/llyll). The objective value OBJ of the assignment in which each vector is mapped to itself is
roughly (1 — pgw)/2. In order to determine OPT, let us observe that each partition of the sphere into two
parts translates to a corresponding partition of d-dimensional Gaussian space R? into two parts: z € R? is
put in the same part as z/||z|| € S¥~!. We can thus bound OPT by the maximum of

Pr(f(z) # /(3]

where z,y are p-correlated Gaussians and f: {£1}¢ — {£1}.

Recall that our instance will need to be such that the rounding procedure yields an almost optimal
solution. What does the rounding procedure do to our solution, which is the uniform distribution on the
sphere? It rotates it at random, which has no effect, and then calculates the sign of the first coordinate.
When pulling this back to Gaussian space, this corresponds to calculating the sign of x1, that is, the solution
f(z) =sgnz.

What is Pr[sgnz; # sgnyi]? Recall that y1 = pewx1 + /1 — pewz1, where z; ~ N(0,1). Since
paw = cos gy, we can write this as follows:

x1 = ((1,0), (z1,21)), y1 = ((cosbgw,sinbgw), (x1,21)).

Since we are interested only in the signs of x; and y;, we can normalize (z1,21) by its norm to obtain a
random direction v. Once we do this, sgn z; and sgny; are simply the result of applying random hyperplane
rounding to (1,0) and (cosOgw,sinOgw )! Thus Prisgnx; # sgnyi] = Ogw /7.

Borell’s isoperimetric theorem [STs74, [Bor7h] states (in a special case) that f(z) = sgnz; maximizes
Pr[f(z) # f(y)], where x,y are pgw-correlated Gaussians (Borell’s theorem applies for arbitrary p; when
p > 0, random hyperplane rounding minimizes the stated probability). Borell’s theorem can be proved in
many ways, some of them quite elementary; but will we just accept it on faith.

Borell’s theorem shows that OPT < fgw/m; in fact, the Goemans—Williamson algorithm produces
a solution with (roughly) this objective value. On the other hand, we have shown above that SDP >
(1 — cosfOgw)/2. Therefore

OPT 2 Oaw

< —
SDP — w1 — cosfaw

This is the desired integrality gap, showing that the Goemans-Williamson rounding procedure is optimal
(for arguments which compare ALG only to SDP).

= agw -
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4.4 Hardness of approximation, and the unique games conjecture

We have shown that the analysis of the Goemans—Williamson algorithm is tight, and that random hyperplane
rounding cannot be improved. However, this doesn’t mean that the Goemans—Williamson algorithm can’t
be improved, say by using one of the many SDP hierarchies, which are stronger and stronger relaxations,
whose value in the limit coincides with the integer program. In this section, we will show (with an asterisk)
that this is not the case, following the footsteps of Khot, Kindler, Mossel, and O’Donnell [KKMOQT].

We will attempt to reduce Label Cover to MAX-CUT. Given € > 0, we will define v > 0, and construct
a reduction from the promise version of Label Cover to a gap version of MAX-CUT. Recall that an instance
of Label Cover consists of a bipartite graph (U, V, E) and, for each edge, a function 7.: ¥ — A, where X, A
are finite alphabets depending only . The goal is to construct a 3-coloring of U and a A-coloring of V
which satisfies as many of the constraints 7. as possible; denoting the coloring by ¢, it satisfies a constraint
T i Tuw(c(w)) = c(v).

The instance II of label cover is promised to be either satisfiable or at most y-satisfiable, that is, at most
a ~y-fraction of the constraints is satisfied by any coloring. Given such an instance, we wish to construct, in
polynomial time, an instance ¥ of MAX-CUT such that for some S, C' which can be computed efficiently
from II, the following hold:

e Completeness. If II is satisfiable, then the maximum cut in ¥ is at least C.
e Soundness. If IT is at most v-satisfiable, then the maximum cut in ¥ is at most S.

If S/C is always at most 3, then any approximation algorithm whose approximation ratio is better than g
can be used to determine whether II is satisfiable or at most vy-satisfiable, which is NP-hard.

We will describe the instance of MAX-CUT as a Boolean CSP in which the allowed constraints are of
the form x # y. Following our footsteps in the case of MAX-3LIN, we will encode the colors using the Long
Code. This means that for every vertex u € U we will have variables encoding a function f,: {£1}* — {£1}.
Similarly, for every vertex v € V we will have variables encoding a function f,: {+1}* — {#£1}. In the
MAX-3LIN hardness proof, we forced the functions f,, f, to be odd using folding, which was a requirement
of the dictatorship test. Here we cannot do this, since a constraint of the form x # y could become a
constraint of the form = = y.

Dictatorship test Which dictatorship test should we use? One option that comes to mind stems from the
construction of the algorithmic gap. Suppose we are given a function f: {£1}"™ — {£1}. The construction
sampled p-correlated z,y € {£1}" (meaning that the marginals are uniform and E[z;y;] = pew), and
checked that f(x) # f(y). If f is a dictator, say f(z) = x;, then the test passes when x; # y;, which happens
with probability (1 — paw)/2 ~ 0.844.

We are aiming at an inapproximability of agw, and so the hope is that if Pr[f(x) # f(y)] > 0w /7 + 9§
then f has some useful structure. When describing the integrality gap, we encountered a problem whose op-
timal solution is Oy /7, namely maximize Pr[f(z) # f(y)] over p-correlated Gaussians. We can implement
a Gaussian on the Boolean cube using the mapping

x1+.+xn
v

If the left-hand side is a random point in {£1}", then according to the central limit theorem, the right-hand
side is close to a Gaussian (in various metrics). Composing this with the optimal solution for the Gaussian
problem, which is the sign function, we obtain the Majority function on the Boolean cube.

How is the Majority function different from a dictator? The Majority function depends “smoothly” on
all inputs. One way to quantify this is using influences: the influence of the i’th coordinate is the probability
that flipping the ¢’th coordinate flips the value of the function. In the case of dictators, one coordinate has
influence 1, and the rest have influence 0. In the case of majority, all coordinates have influence ©(1/y/n),
which is the probability that a random point on the cube is exactly balanced.

(T1,...,Tpn) —
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An important result in Boolean function analysis, the invariance principle [MOOT0], states that if all
influences of a function are small, and an additional mild technical condition holdsﬂ then the function
behaves as if it lived on Gaussian space! In fact, the invariance principle was proved expressly for completing
the analysis of the very result we are now describing: inapproximability of MAX-CUT.

In our case, the invariance principle implies that if Pr[f(z) # f(y)] > 0ew /7 +0 then f has an influential
coordinate (that is, has influence at least 7, for an appropriate constant 7). While arbitrary Boolean functions
can have many influential coordinates (for example, all coordinates of the parity function are maximally
influential), we can slightly change the definition of influence to ensure that only O(1) many coordinates can
be inﬂuentialﬂ We are then in much the same position as in the MAX-3LIN reduction.

First attempt and hardness of MAX-2LIN The actual reduction has to combine this dictatorship
test with a consistency check that throws in the constraints 7, but we can do this just as before. Recall
that for y € {£1}2, we defined y o 1y, € {1} as follows: (y © Tyy)s = Yr,, (o). Our MAX-CUT instance
U then corresponds to the following test:

e Choose a random edge (u,v) € E.
e Choose y € {+1}* at random.
e Choose z € {£1}* at random in a biased manner: z; = 1 with probability (1 + pgw)/2.

e Check whether £,(y) # fu((y2) © o).

(Previously the noise z was on the ¥ side, but here it is more convenient to have it on the A side, since there
is no z.)

Let’s check that everything works out when II is satisfiable, say using a coloring c. We define f,(7) = x.(y)
and f,(Y) = Ye(v)- Since myy(c(u)) = c¢(v), we have

fu((yz) 0 7Tuv) = (yz)ﬂ'uv(c(u)) = Ye(v)?e(v)s

and so the test succeeds with probability (1 — pew)/2, as desired.

Now let us see move on to soundness. Suppose that the test succeeds with probability at least Ogw /7 +€.
This can only happen if at least €/2 of the edge tests succeed with probability at least Ogw /7 + €/2. Call
an edge for which this happens a good edge. If (u,v) is a good edge then

Pr[fv(y) # Fu,v(yz)] > HGW/W + 6/27 where Fu,l}(?/) = fu(y o 7Tuv)-

Unfortunately, the probability on the left is not quite what a result such as Borell’s theorem actually bounds,
since two different functions appear there.
As a warm-up, recall that when analyzing the algorithmic gap, we proved that Pr[f(z) # f(y)] < (1—p)/2
for p-correlated inputs z,y on the Boolean cube (where p < 0); we did this by showing that E[f(z) f(y)] > p.
What happens when we allow two functions f, g? When we repeat the same proof, we arrive at the following
identity:
E[f(z)g)] =>_ o1 £(5)4(9).

s
If f = g then we can bound plSIf(S)2 > pf(S)2, using the non-negativity of f(S)2. However, f(5)§(S)
could be negative. This is reflected in the solution f = 1, ¢ = —1, which satisfies E[f(x)g(y)] = —1. We

can rule out such solutions by declaring f, g to be odd, which can be accomplished by folding. While folding
is inadmissible for MAX-CUT, since it could lead to constraints of the form z = y, it is admissible for

2For the experts: the function has low degree, or at least small Fourier tails. In our case we will ensure this by applying a
small amount of noise to the function, which has the effect of slightly changing the value of pgw .
3For the experts: we can use low-degree influences, or noisy influences.
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MAX-2LIN, in which constraints are of either form x # y or = y; let’s think of MAX-2LIN for now. We
can then bound

pIS1F(8)g(S) = plF(9)]a(S)],

since there is no contribution from S # () (in fact, it suffices for one of the functions to be balanced). Applying

Cauchy—Schwarz,
SIAS)16(9)] < ¢Z f(&VZg(sv,
S S S
gl =>p

and so we recover the desired inequality E[f(z)

In a similar way, Borell’s inequality still works if f,g are odd (it suffices for one of the functions to
be balanced). Applying an appropriate version of the invariance principleﬂ and it implies that if Boolean
functions f, g satisfy E[f(z)g(y)] > 0w /7 + €/2, then they have a jointly influential variable, that is, some
variable has large influence in both (this will be important when analyzing the soundness of the construction).

Back to our test f,(y) # Fu(yz). We can guarantee that f, is balanced by requiring it to be odd,
allowing us to apply Borell’s theorem. We thus get that f, and F, have a jointly influential variable. The
next step would be to construct a random coloring. On the V side, this is easy: for each v, we choose a
random influential variable. It is less clear what to do on the U side[’]

Things become much easier if we assume that m,, is a permutation (and so ¥ = A). Denoting the set
of influential coordinates of f,, by I, it is not hard to check that the set of influential coordinates of F, , is
precisely 7..}(I,,), since the i’th input to f,, comes from the m,,(i)’th input of F, ,. Similarly denote the set
of influential coordinates of f, by I,. If (u,v) is a good edge then according to the combination of Borell’s
inequality and the invariance principle, the sets I, .} (I,) must intersect. Therefore if we color u using a
random element ¢(u) € I,, and v using a random element c(v) € I, we would have c(v) = my,(c(u)) with
probability 1/M, where M is a bound on the number of influential coordinates. Consequently, we will satisfy
an €/2M-fraction of constraints. This will complete the proof of the soundness of the reduction (for the case
of MAX-2LINY) if €/2M > ~.

Can we choose our parameters in such a way that €/2M > 47 For that, we need to dig deeper into where
M comes from. Recall that M is a bound on the number of influential coordinates, a concept that arises
from the invocation of the invariance principle. The invariance principle states that low-influence functions
on the Boolean cube behave almost as if they lived on Gaussian space. There is a trade-off between M and
the quantification of almost. The way that almost manifests itself is by an additive error, which in our case
needs to be smaller than €/2 (recall that Borell’s theorem bounds the Gaussian quantity by Ogw /7, and
we want to contradict it by assuming that the Boolean quantity is at least 8gw /7 + ¢/2). Crucially, M
depends on this additive error but not on the dimension |X|; most results in Boolean function analysis have
this feature, dimension-independence. Therefore given ¢ > 0, we are free to choose v < ¢/2M; there is no
circular dependence on parameters.

Unique Label Cover and UGC What happens when we restrict the Label Cover constraints m,, to
be permutations, a problem known as Unique Label Cover? The problem becomes easy, since it is easy to
check whether an instance is satisfiable! Indeed, if a coloring satisfies all constraints, then the color of a
single vertex determines the colors of all other vertices in its connected component. This leads to a simple
algorithm which enumerates the color of one vertex per connected component.

It could still be possible that Unique Label Cover is hard if we relax perfect completeness. That is, the
following could still hold: for every v > 0 there is an alphabet ¥ such that given an instance II of Unique
Label Cover (with A = ¥), it is NP-hard to distinguish between the following two cases:

4For the experts: see [Mosl0, Proposition 1.15].

5There are two main issues. First, flipping a single coordinate in the input of F,, , corresponds to flipping several coordinates
in the input of fy, and so influential variables of F, , don’t directly correspond to influential variables of f,. This can be handled
by a hybrid argument, incurring a multiplicative loss of |3|. Even worse is that the distribution of the remaining inputs of f,, is
not uniform, since some coordinates are identical. This causes a multiplicative loss which is ezponential in |X|. The argument
can perhaps be rescued if we assume that the constraints are 2-to-1, that is, \mjvl (7)| = 2 for all u,v, 7. This version of Label
Cover has recently been proved to be NP-complete, with imperfect completeness [KMS18|.
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e Completeness. The instance II is at least (1 — v)-satisfiable.
e Soundness. The instance II is at most y-satisfiable.

This is the famous Unique Games Conjecture (also known as UGC), suggested by Khot [Kho02] as a way to
tackle the inapproximability of MAX-2LIN (in a different parameter setting).

We don’t know whether the Unique Games Conjecture is true. A major recent result, due to Khot,
Minzer and Safra [KMSI18] (with help from others), states that the variant of Label Cover in which the
constraints satisfy |r.l(7)| = 2 for all 7 € A is NP-hard, with imperfect completeness. Khot conjectured
that this version of Label Cover is NP-hard even with perfect completeness, and this conjecture, known as the
2-to-1 conjecture, remains open. Perfect completeness is important in order to get hardness of approximation
results with perfect completeness, and to that end, Braverman, Khot and Minzer recently showed that the
Unique Games Conjecture is equivalent to a strengthened form of the 2-to-1 conjecture, in which the games
in question are “rich” [BKM21]x.

To recap what we have seen so far, we have shown that the unique games conjecture implies that MAX-
2LIN is agw + e-hard to approximate for any € > 0. Unfortunately, no matching approximation algorithm
is known.

Hardness of MAX-CUT Let us finally go back to MAX-CUT. Recall that the issue with our reduction
is that the analysis involves proving lower bounds on

Prlfo(y) # Fu.(y2)],

where y, z are pgw-correlated, and these are only available if we can guarantee that the functions in question
are balanced. One way to guarantee this is by forcing the functions to be odd via folding, but this could
result in = constraints, which are allowed in MAX-2LIN but not in MAX-CUT. There was no such issue
with the single-function version of Borell’s theorem.

To gain some intuition, recall that given a coloring ¢, we defined f, () = 2(,), and so if ¢ satisfies the
constraint 7., then Fy ,(Y) = Yr,,(c(u)) = Ye(v)- In other words, F, , depends only on v! This suggests
choosing two different vertices u;,ups € U and comparing F,, , and F,,,. The marginal distributions of
(u1,v), (uz,v) need to be uniform over all edges in E, and this can be accomplished by first sampling an
edge (u1,v) and then a random neighbor uy of v. The probability of choosing an edge (us,v) is then

deg(v) 1 1

|E|  deg(v)  |E]
—— N——
Pr[v] Prluz|v]
as needed. We reach the following test, which specifies an instance ¥ of MAX-CUT:

e Choose a random vertex (u1,v) and a random neighbor uy of v.

Choose y € {+1}* at random.

Choose z € {£1}* at random in a biased manner: z; = 1 with probability (1 + pgw)/2.

o Check whether F,, ,(y) # Fu, . (yz), that is, whether f,, (v 0 Ty 0) # fu, (¥2) © Tuye)-

Notice that we no longer need to include the functions f, in the variable set of .

If the Unique Label Cover instance IT is (1 — 7)-satisfiable, then we can convert a coloring c satisfying a
(1 — ~)-fraction of the constraints into a solution to ¥ as follows: f,(x) = (). The union bound shows
that if we choose ui,u2,v as in the test, then both constraints m,,., Tu,» hold with probability at least
1 — 2v. Hence ¥ has value at least C' = (1 — 2v)(1 — pgw)/2, only slightly smaller than what we obtained
for MAX-2LIN.
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What about soundness? Consider a solution of ¥ which satisfies an (Ogw /7 + €)-fraction of constraints.
As before, an €/2-fraction of choices of (u1,us,v) are good in the sense that

Eg[Ful,v (Y) # Fus0(y2)] = baw /7 + €/2.

However, this expression still involves two different functions. How should we proceed?
Recall that in our intended solution, both functions F, ,, Fu,» Were equal to the same dictator ye(,)-.
This suggests a natural way of getting rid of the u-part, namely to consider

Gu (y) = UE%(U)[FU?U (y)]a

where N (v) is the set of neighbors of v. This is no longer guaranteed to be a Boolean function, but it does
satisfy |g,(y)| < 1, which will suffice for our purposes.

The definition of g,, which doesn’t depend on uy,us, suggests changing the definition of good: we will
say that v € V is good if

u?,gg [Furw(y) # Fusw(y2)] = bow /7 + €/2.
Y,z

The same averaging argument shows that this still happens with probability at least €/2, that is, the fraction
of good v is at least €/2.

If v is good, what does this say about g,? Using the formula Pr[Fy, , # Fu, o] = E[(1 — Fyu, vFusv)/2],
we see that

1- 29GW/7T —e< E [Fuhv(y)Fuzﬂ)(yz)] = }E[gv(y)gv(z)]'

u1,uU2
Y,z

Borell’s theorem was stated for Boolean functions, but in fact it works under the assumption that the
function in question takes values in the interval [—1,1]; this is easy to check for the corresponding bound
on the Boolean cube, which in fact works as long as the norm of the function is at most 1. It therefore
follows (via the invariance principle, in its classical form) that g, has an influential variable, for the correct
definition of influence.

Recall that for Boolean functions f, we defined the influence of the i’th coordinate as the probability that
f(x) # f(x®%), where ¥ results by flipping the i’th coordinate of . The analogous definition for arbitrary

functions is oirs 2
U@}M)>}

This agrees with the definition for Boolean functions. In fact, any definition of the form E[|( f(z)— f(z®?))/2|]
would. The advantage of this particular definition is that it results in a nice formula for the influence. The
idea is to expand the expression inside the brackets using the Fourier expansion:

f(l“) f(z®) — xs(@®)
JWZ I Zf 5 s .

If i ¢ S then ys(x) doesn’t depend on x;, and so the fraction on the right vanishes. Otherwise, xg(z®?) =
—xs(z), and so the fraction on the right evaluates to xs(z). In other words,

f(x) — f(x®)
I Jed =5 fis)
i€S
The right-hand side is just the Fourier expansion of the left-hand side, and so Parseval’s identity shows that

Inf;[f] = f(5)°

€S
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Remark We can now explain how to bound the number of influential variables. Let Inf[f] = >, Inf;[f], the total
influence of f, which is equal to > g |S|£(S)2. One way is to ask that f have bounded degree d, meaning that

f(S) # 0 only when |S| < d. In this case Inf[f] < d, and so there are at most d/7 coordinates whose influence is at
least 7. The invariance principle still holds if we only consider the low-degree influences of f, which are the influences
of its low-degree part f<% = Z\S\<d f(S)Xs

Another way is to consider the noisy version of f, defined as follows: T,f(z) = E[f(y)], where (z,y) are p-
correlated. The total influence of T}, f is at most maxsen sp®. The invariance principle still holds if we only consider
the noisy influences of f, which are the influences of T} f for p close to 1.

We now proceed as in the case of MAX-2LIN. Let J, be the set of influential variables of g,, which has
size at most M. We choose a color ¢(v) € J, at random. It is natural to define J,, in the same way (perhaps
with a different threshold), and to color the vertices in U by choosing c¢(u) € J,, at random. To see whether
this works, let us try to relate Inf;[g,] to the influences of f,.

The starting point is the Fourier expansion of g,:

gv(y) = ueN(v [fu(y O Ty v)] = ueN(v) lz fu XTI'u U(S) ‘| ZX ueN(v)[f ( ( ))]

Now suppose that Inf;[g,] > 7, where 7 is our threshold for influential for the sake of defining J,, which
depends only on €. Substituting the formula for the influence,

r< Z (MEN(U) fulm? (T))])Q.

Looking forward, we would like to move the square inside the expectation, to get an expression involving
squares of Fourier coefficients. We can accomplish this by applying Cauchy—Schwarz:

> fulmg (T
ieT

The expression inside the expectation on the right is at most 1 by Parseval’s identity. Applying an averaging
argument, wee see that at least a 7/2-fraction of the neighbors u € N(v) satisfy

D fulmay (1) >

€T

n —1 21
T3 B M0 =

E
ueN (v)

l\D\ﬂ

We call such a neighbor ¢-good. Observe now that

S @2 = S S =Tnf [l

€T iEWuv(S)

This gives us the correct definition of J,: it consists of all variables whose influence on f, is at least 7/2, of
which there are at most 2M (in fact, in order to be able to obtain this bound, we need to replace influence
by one of its variants; this works out). The argument above shows that if i € J, then 7 (i) € J,. We
define ¢(u) to be a random element of J,, if .J,, is non-empty, and arbitrarily otherwise.

Suppose that v is a good vertex and that u is a ¢(v)-good neighbor of v. Then c(u) = 7, (c(v)) € J,,, and
so the constraint 7, is satisfied with probability at least 1/|.J,,| = 1/2M. Since a random vertex is good with
probability at least €/2, and a random neighbor is good with probability at least 7/2, a random assignment
satisfies an er/8M-fraction of constraints. Since e7/8M depends only on €, we can choose v < e7/8M,
completing the soundness proof.

Recapping, we gave a reduction that transforms an instance II of Unique Label Cover into an instance
U of MAX-CUT with the following properties:

e Completeness. If II is at least (1 — -y)-satisfiable then ¥ has value at least (1 — 2v)(1 — paw)/2.
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e Soundness. If ¥ has value at least (Ogw /7 + €) then II is more than er/8M-satisfiable, where 7, M
depend only on e.

If we choose v = er/8M, then the unique games conjecture implies that it is NP-hard to distinguish
between instances of MAX-CUT whose value is at least C' = (1 — e7/4M)(1 — pgw)/2 and instances whose
value is at most S = Ogw /7 + €; we also say that the task is UGC-hard. As ¢ — 0, the ratio between C/S
approaches agw. We conclude that it is UGC-hard to approximate MAX-CUT better than agw + 9, for
any 6 > 0.

4.5 Extensions: O’Donnell-Wu and Raghavendra’s theorem

The performance of the Goemans—Williamson algorithm depends on the value of the true maximum cut: for
example, one can show using our analysis that if the maximum cut has value 1 — €, then the algorithm finds
a cut whose value is 1 — O(y/€). Khot introduced his unique games conjecture to show that this is tight,
up to the hidden constant. More generally, for a given optimization problem, we can study the set of pairs
(C, S) such that it is possible to efficiently distinguish between instances whose value is at least C' and those
whose value is at most S. For MAX-CUT, this was accomplished by O’Donnell and Wu [OW0S] (assuming
the unique games conjecture).

Algorithmically, O’Donnell and Wu use the same SDP, rounded by projecting to a random direction and
then probabilistically rounding the result to &1 in an arbitrary way (rather than just using the sign, as in the
Goemans—Williamson algorithm). To prove hardness, they first generalize the integrality gap construction of
Feige and Schechtman by choosing the correlation p at random. They show that the two problems, finding
the best rounding procedure and finding the best distribution of p, are dual, and so their algorithm matches
their integrality gap. Finally, they plug the integrality gap construction into a hardness proof similar to
ours, obtaining a matching hardness of approximation result.

Raghavendra [Rag08| extended the analysis in a different direction: to arbitrary CSPs on a fixed finite
alphabet. First, Raghavendra constructs a canonical semidefinite program which works for all CSPs. Second,
he gives an optimal rounding procedure, involving projection into a constant number of random directions,
which matches the optimal integrality gap. Finally, he plugs the integrality gap construction into a hardness
of approximation proof, showing that his approximation algorithm is optimal (assuming the unique games
conjecture). This reduction differs from ours since it involves more than two functions.

Raghavendra’s theorem highlights the importance of both the unique games conjecture and semidefinite
programming, and is the crowning jewel in the hardness of approximation literature.
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5 Proof complexity
5.1 SAT solving and Resolution

Given a SAT instance, that is, a set of clauses, how do we check whether it is satisfiable or not? One possible
algorithm is to try all possible truth assignments, but this always runs in time 2", where n is the number of
variables. An improvement over this trivial algorithm is an algorithm based on branching. At each step, we
choose a variable x, and split on its possible truth values. Each branch in this tree corresponds to a partial
assignment of the variables. If a partial assignment falsifies a clause then it can be pruned. Eventually, either
a satisfying assignment is found, or all branches are pruned, in which case we have a decision tree that, given
a truth assignment, finds a clause it falsifies.
Here is an example of this algorithm, when run on the CNF (x Vy) A (z V) A (ZV 2) A Z:

N
AT

TzVy xV

If all branches below a node v are pruned, then this means that the partial assignment corresponding to
v has been ruled out. For example, the node labelled y above rules out the assignment x = 0, and this can
be expressed as the clause Z. In the case of the rightmost leaf, the ruled out assignment is x = z = 1, and
the corresponding clause z V z follows from the stated clause. Finally, the root rules out the empty clause,
which we denote by L. We obtain the following tree:

N\
AYVAN

TVy Vv Vz

I\

Here each of the leaves is labelled by an input clause, which we can think of as an axiom. The clause
TV Z is obtained from the axiom z through weakening: given a clause C, we can always derive a clause C'V ¢,
for any literal ¢. Branching corresponds to the cut rule: From C'V x and D V Z, we can derive the clause
C'V D. We also say that C'V D is obtained by resolving the two clauses C'V x and D V . We have reached
the proof system known as Resolution.

A proof in Resolution is a sequence of lines, each of which is a clause. Each line is either an axiom, or
follows from a preceding line via weakening, or follows from two preceding lines via the cut rule. Each line
logically follows from the lines implying it, and so every line in Resolution logically follows from the axioms.

We often use Resolution as a system for refuting CNFs. The set of clauses comprising the CNF are
the axioms. If we can derive the empty clause L, then we have refuted the CNF. This begs the following
question: can Resolution be used to refute every unsatisfiable CNF? We can use the connection between
Resolution and branching algorithms to prove this in a strong form known as implicational completeness.
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Suppose that ¢ is a CNF over the variables z1, ..., z, which implies a clause C, say C = z1 V --- V xy.
We can construct a decision tree of depth n — ¢ which simply queries all variables xyy1,...,2,. Each leaf
assigns a truth value to all variables x¢41, ..., z,. If we complete it to a truth assignment of all variables by
setting x1, ..., xy to false, then we must falsify one of the clauses, by our assumption that the CNF implies
C'. Here is how this works with the CNF (yV z) A (y Vw) A (ZV w) and the clause y, corresponding to ruling

out the partial truth assignment y = 0:
z
/ \

V z yVz yVw zZVw

We can convert this into a Resolution proof just as before, adding y to each clause:

/y\
yVz yV -z

/NN

yVzVw yVzVw yVzVw

yVz yVz yVw V w

I

This process can always be performed, and it shows that if a CNF ¢ implies a clause C, then C can be
deduced from ¢ using Resolution.

Admissibility of weakening Do we really need the rule of weakening? In some sense, we do. Consider
the CNF x Ay. This CNF implies the clause z V y, but the only way to derive it is via weakening. However,
the weakening rule can be avoided if all we are interested in is proving unsatisfiability of CNFs. This follows
from the following simple observation, in which C” is a strengthening of C if it is obtained from C by dropping
some of the literals:

Lemma. Suppose that FE is the resolvent of C, D, and C’, D" are strengthenings of C, D.
Either the resolvent of C’, D’ is a strengthening of F, or one of C', D’ is itself a strengthening of E.

Given a proof consisting of clauses Cy,...,Cn and a strengthening C] of Cy, we can apply the lemma
step-by-step to construct a new proof Cf,...,C} in which each CJ is a strengthening of C;; some of the
steps now consist just of copying clauses which have already been proven. If Cy is the empty clause then so
is C'y, and so applying this step to a refutation of a CNF results in another refutation.

Starting with a refutation of a CNF ¢, we can apply this transformation repeatedly to get rid of all
weakening steps, thus obtaining a refutation of ¢ without weakening steps. Similarly, if we have a proof
of C, then we obtain a proof of some strengthening of C' without weakening steps. This is the form of
implicational completeness which holds without weakening.

The proof of the lemma itself is quite simple. Suppose that E is obtained by cutting over x, say = appears
positively in C and negatively in D. If C’ contains  and D’ contains Z, then cutting C’, D’ over z results in
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a strengthening of E. If C’ doesn’t contain z then it is a strengthening of E. Similarly, if D’ doesn’t contain
Z then it is a strengthening of E.

5.2 DPLL and Horn SAT

The DPLL algorithm [DLL62], named after Davis, Putnam, Logemann and Loveland, and itself an improve-
ment of the Davis—Putnam procedure [DP60], improves over the naive branching algorithm by introducing
two optimizations: pure literal elimination, and unit propagation. DPLL is the basis for all modern SAT
solvers, together with the more recent technique of clause learning, which is described below.

Pure literal elimination is the following simple rule: if all occurrences of a variable x are of the same
polarity, say all of them are positive, then we might as well assign = to be true, and remove all clauses
containing x. If the CNF is still unsatisfiable, then we can still deduce this using Resolution, by simply never
using any clause mentioning x.

Unit propagation is an optimization aimed at unit clauses, which are clauses containing a single literal.
Suppose that our CNF contains a clause x. This means that x must be set to true. Any other clause that
contains x is automatically satisfied, and if a clause contains Z, then we can just remove it. The latter
operation could create a new unit clause, and we continue the process of propagation until it stabilizes.
Since we can remove Z from a clause by cutting it with the unit clause x, any resulting refutation can still
be described using Resolution.

We have actually already seen unit propagation when we discussed Horn SAT in Section The algo-
rithm we gave there consisted of a single run of unit propagation (with a slight difference: we only considered
positive unit clauses). If this produces an empty clause then the instance is unsatisfiable. Otherwise, the
instance contains no unit clauses. Since each remaining clause is still a Horn clause (contains at most one
positive literal), assigning false to all remaining variables satisfies the instance.

In the DPLL algorithm, both of these rules are applied at each step, before splitting: first we perform unit
propagation, and then we perform pure literal elimination. At this point we can either point at a falsified
axiom, or we need to choose a new variable to split over. This choice isn’t specified by the algorithm, and
different SAT solvers implement it in different ways.

This issue highlights a gap between proof systems and SAT solving algorithms: SAT solvers need to find
a short proof efficiently. In proof complexity, the goal is to prove lower bounds on the lengths of proofs in a
given proof system, such as Resolution. If a certain CNF is hard to prove in Resolution, then no SAT solver
which can be simulated by Resolution will refute it efficiently. The other direction isn’t so clear. First, SAT
solvers cannot necessarily simulate arbitrary Resolution proofs; we will soon see an example of that. Second,
even if a given proof could in principle be found by a SAT solver, it is not clear how to implement such
a proof search algorithm efficiently, even if we allow ourselves to produce suboptimal but still non-trivial
proofs. We address this issue below as well.

CDCL When simulating the variable splitting algorithm using Resolution, the resulting proof corresponds
to a decision tree. This means that every derived clause is used at most once. We call such a proof tree-like.
However, our description of the Resolution proof system contained no such constraint; its proofs could reuse
intermediate clauses, resulting in DAG-like proofs.

DAG-like proofs are provably stronger than tree-like proofs, though we would not prove so here; see
Iwama and Miyazaki [IM99] for an example using the pigeonhole principle, and Ben-Sasson, Impagliazzo
and Wigderson [BSIW04] for an example using pebbling formulas. This shows that DPLL cannot possibly
simulate Resolution, since it only ever produces tree-like proofs.

In the 1990’s, Marques-Silva and Sakallah [MSS99] and, separately, Bayardo and Schrag [BS97] suggested
an enhancement to DPLL which causes it to correspond to DAG-like proofs, known as conflict-driven clause
learning (CDCL). The basic idea is that every time that the algorithm prunes a branch, it learns a clause,
by analyzing the “conflict” which resulted in the pruning. This is a clause which is implied by the CNF,
and suffices to rule out the partial assignment under consideration. The clause is added to the collection
of axioms, and can be used to prune other branches. Since a learned clause could be used more than once,

45



when converting the transcript of a CDCL algorithm to Resolution, the result is a DAG-like proof. CDCL
algorithms incorporate further optimizations to the branching process such as backjumping (backtracking
more than the minimal number of levels), which we will not describe here.

A long line of work, culminating in Pipatsrisawat—-Darwiche [PD11], showed that CDCL, as a meta-
algorithm, simulates Resolution (with a polynomial loss); see also [BKS04l [AFTT11]. However, CDCL can
only accomplish this nondeterministically: more recently, Atserias and Miiller [AM20] showed that it is NP-
hard to distinguish between formulas which can be refuted in polynomial length and those which require
subexponential length. In particular, Resolution is not automatable: no algorithm can produce a Resolution
proof of a CNF in time which is polynomial in the shortest length of a Resolution proof of the CNF.

5.3 2SAT and width

Schaefer’s theorem, in its classical statement (see Section, describes three non-trivial tractable families of
CSPs: 2SAT, Horn SAT, and linear equations. In the preceding section, we explained how unit propagation
can refute any unsatisfiable instance of Horn SAT. Let us now turn to 2SAT.

The main observation is that the resolvent of two width 2 clauses is another width 2 clause: if we resolve
{1V x with ¢y V Z, we obtain ¢; V ¢5. Since Resolution is complete, this suggests a simple algorithm for
solving 2SAT: apply the cut rule to pairs of clauses until no new clauses can be produced in this way. If the
empty clause is reached, then the instance is unsatisfiable. Conversely, since Resolution is implicationally
complete, if the instance is unsatisfiable, then the empty clause will be reached. Since there are only O(n?)
possible clauses, this algorithm is efficient, running in time O(n?*) or better.

This suggests studying the refutation width of a CNF. This is the minimum width of a refutation of the
CNF, where the width of a refutation is simply the maximum width of a clause in the refutation. If a CNF
has refutation width w, then there are O(n™) possible clauses, and so the CNF can be refutated in time
O(n?v), which is efficient (polynomial) if w is constant. Compare this to the result of Atserias and Miiller
mentioned above, which states that without any assumption on the CNF, Resolution isn’t automatable.

5.4 Tseitin contradictions

We will begin our study of width with the so-called Tseitin contradictions [Tsei68], one of the most important
contradictions in proof complexity (together with the pigeonhole principle). Given a graph G = (V, E) and
an assignment w: V' — {0, 1}, the Tseitin formula is a formula in which there is a variable z, for each edge,
and 277! clauses for every vertex v € V of degree d, expressing the linear constraint

@ Ty = w(V).

{uv}erE

We always assume that G is connected, since if a Tseitin formula is unsatisfiable, then the subformula corre-
sponding to one of the connected components will also be unsatisfiable, and a refutation could concentrate
on it. Furthermore, typically G has constant degree, guaranteeing that the Tseitin contradiction has a linear
number of clauses (in terms of the number of variables).

If @,c w(v) =1 then the formula is a contradiction, since €,y w(v) is also what we get if we XOR
all linear constraints. The converse also holds: if @, ., w(v) = 0 then the formula is satisfiable. To see this,
let T be a spanning tree of G, and root it at some arbitrary vertex. Given an assignment w: V' — {0,1} and
an edge uv, where u is closer to the root, let x,, be the XOR of w(p) over all vertices p in the subtree T,
rooted at v (including v).

If v is any vertex other than the root, let u be its parent, and let vy, ..., vy be its children (if any). Then
¢ ‘
Loy D @zvvi = @ ’LU(p) S @ @ UJ(p) = w(v)v
i=1 peT, i=1 peT,,
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since every vertex other than w(v) appears twice in the second expression above. If v is the root then

4 4
P v, =P P wp) =P uwp) =w),
=1

i=1 peT,, pFv

since @,y w(v) = 0. Therefore x is a satisfying assignment.

Width in “XOR Resolution” Gaussian elimination can be used to refute a Tseitin contradiction, that
is, an unsatisfiable Tseitin formula. This can be expressed as a version of Resolution in which the lines are
linear equations, and in which the only deduction rule takes two lines ¢; = b; and ¢5 = by and deduces
l1 @ by = by & by. The goal is to reach 0 = 1.

It is natural to define the width of a line to be the number of variables appearing in it. The width of
a proof is then the maximum width of a line appearing in it, and the width of a contradictory set of linear
equalities is the minimum width required to refute it.

Each line in an XOR Resolution proof is an XOR of axioms. In the case of Tseitin formulas, the XOR of
the linear equations corresponding to the vertices in S C V states that the parity of all edges crossing the
cut (S,5) is @,cs w(v); in particular, the width of the line is the size of the cut (S, 5).

If we choose G to be a random 3-regular graph, then with high probability, the size of a cut (S, S) will
be proportional to min(|S/|,|S]|); this is since such graphs are expanders. Explicit constructions of expanders
are known. For example, if p is a prime, we can construct a graph whose vertex set is Z,, connecting ¢ € Z,
to i+ 1,571, where 0~! = 0 is a self-loop. o

Let G be a (connected) graph on n vertices such that the size of a cut (S,S) is Q(min(]S[,|S])). If
we could show that every refutation of a Tseitin contradiction on G must involve a “complex” line, which
results from XORing many axioms, then it would follows that the Tseitin contradiction has large width.
This suggests tracking, for each line, the number of axioms which XOR to it; we denote this measure by
m(¥).

If £ is an axiom then m(¢) = 1. In contrast, m(0 = 1) = n. Indeed, if S C V then the corresponding
axioms are not contradictory. To see this, take any v ¢ S, and notice that if we flip w(v) then the Tseitin
formula becomes satisfiable; in particular, the axioms corresponding to S are not contradictory.

If ¢ is derived from ¢; and ¢y then clearly m(¢) < m(¢1) + m(¢3), and so the value of m cannot “jump”.
In particular, we can find a line £ in the proof whose m-complexity is between n/4 and n/2 using a proof
search, as we show below. The width of this line is Q(n/4) = Q(n).

The proof search starts at the contradiction 0 = 1. As long as the current line ¢’ has m-complexity at
least n/2, we consider the two lines ¢}, ¢4 implying it, and proceed to the one with larger m-complexity. The
search has to stop eventually, since all lines have m-complexity 1 (here we need to assume that n > 3). When
the search stops at a line £, the preceding line ¢’ has m-complexity at least n/2, and so m(£) > m(¢')/2 > n/4.

Width in Resolution The same argument can be adapted to bound the width of Resolution refutations
of Tseitin contradictions of graphs with large cuts. For a clause C, we define m(C) to be the minimum
number of vertices whose corresponding axioms imply C. As before, the m-complexity of axioms is 1 and
the m-complexity of the empty clause is n, and so there is a clause C whose m-complexity is between n/4
and n/2. It remains to show that C has large width.

Suppose that S is a minimal set of vertices whose axioms imply C. It is natural to expect C to mention
all variables in the cut (S,S), and so have width Q(n). To see that this is the case, suppose that {u,v}
is such an edge, say v € S and u ¢ S. Suppose that x,, does not appear in C. Since S\ {v} does not
imply C, there is an assignment which satisfies all axioms concerning vertices in S\ {v} but falsifies C. Such
an assignment necessarily satisfies @, _, .o # w(v). Since z,, does not appear in C, if we flip the value
of x,, then we get an assignment which satisfies all axioms concerning vertices in S but still falsifies C,
contradicting the assumption.
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Concluding, a Tseitin contradiction corresponding to an expander on n vertices requires width Q(n) to
refute in Resolution. But does this imply that the contradiction is hard to refute under a more standard
measure, such as the number of lines?

5.5 Size and width

Ben-Sasson and Wigderson [BSWO0I], adapting prior work of Clegg, Edmonds and Impagliazzo [CEI96],
showed that CNFs which have large Resolution width require long Resolution refutations. In particular,
Tseitin contradictions corresponding to bounded degree expanders on n vertices require 2%(") lines to refute
in Resolution. This shows that in contrast to the other tractable cases in Schaefer’s theorem, refuting
contradictory sets of linear equations is hard for Resolution.

Branching and width In order to refute a CNF ¢, the branching algorithm described in Section
chooses a variable x and refutes ¢|,—¢ and ¢|,—1. In the context of the branching algorithm, a refutation of
@|z=0 corresponds to a proof of x, and a refutation of ¢|,—; corresponds to a proof of Z. Applying the cut
rule, we obtain the empty clause, thus showing that ¢ is unsatisfiable.

This process can be carried out in general. First, let us explain what we mean by ¢|,—o. It is the CNF
obtained by removing all clauses containing Z (these clauses are trivially true), and removing x from all
clauses containing it (since = 0). Given a refutation of ¢|;—o, we can reintroduce z to the clauses from
which it was dropped. The result is either a refutation of ¢|,—¢ or a proof of z. In terms of width, this
shows that

w(¢Fz) S w(@la=o - L) +1,

where w(¢ F C) is the minimum width required to deduce C from the clauses in ¢.

We can improve on this simulation if the clause T is already available. Instead of reintroducing x, we
simply derive the clauses of ¢|,—¢ from the clauses of ¢: to derive C from C V z, we simply cut it with Z.
The final result is the empty clause. This shows that

w((¢AT) L) < max(w(gla=o - L), w(d)),

where w(¢) is the width of ¢; it comes up when deriving the clauses of ¢|,—.
Putting both kinds of proofs together, we deduce

w(¢ 1) < max(w(da=o - L) + 1, w(de=1 F L), w(8)).

This results from first converting a refutation of ¢|,—o to a proof of z, and then using it to convert a refutation
of ¢|y=1 into a refutation of ¢. The corresponding refutation is generally not tree-like even if we start with
tree-like refutations of ¢|,—¢ and ¢|,—1, since the derived clause Z is cut against each of the axioms of ¢
containing x.

Tree-like Resolution The branching algorithm always produces a tree-like proof. Can we view every
tree-like proof as an application of the branching algorithm? Here is how a general tree-like refutation of a
CNF ¢ looks like:
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We can convert 77 into a refutation of ¢|,—¢ by substituting £ = 0 throughout the proof. This means
that we drop all lines containing the literal Z, and remove x from all lines containing it. This results in a
Resolution refutation of ¢|,—q. Indeed, axioms of ¢ are transformed into axioms of ¢|,—g, and the final line in
the new proof is z|,—o = L. It remains to check what happens to the various applications of the cut rule (we
can assume that the original proof doesn’t use weakening). An application of the form CVz,DVz+ CV D
transforms into an instance of the weakening rule: C'+ C'Vv D. If y # «, then the cut CVy, DV gyt CV D
transforms into another instance of the cut rule, obtained by removing x from C| D; or disappears from the
proof, if Z appears in C or D.

We would now like to combine this with the previous observation

w(¢ L) <max(w(ga—p = L) + 1L w(d,—5 F L), w(d)),

valid for b € {0,1}. We are interested in proving a result of the following form: if ¢ is a kKCNF which can be
refuted in tree-like Resolution in length at most S, then it can be refuted in width f(S, k) (not necessarily in
a tree-like fashion). Using S for the refutation length of ¢ and Sy, S; for the refutation lengths of @|,—g, Pz=1,
this gives

f(S, k) < max(f(Sp, k) +1, f(S5, k), k).
Since S = Sp + S1 + 1, we know that either Sy < [S/2] or S; < |S/2]. Either way, we get

f(Sv k) < maX(f(LS/2Jak) + 1af(S - 17k)a k)7
with an initial condition f(1,k) = 0. A straightforward induction shows that we can bound
f(S,k) <logy S+ k.

We conclude that if the refutation width of the kCNF ¢ is w, then every tree-like Resolution refutation
of ¢ has at least 2% lines. If ¢ is a Tseitin contradiction of a bounded-degree expander on n vertices,
then the resulting lower bound is 2°4"). This should be compared to the trivial upper bound of 29 which
follows from the proof of implicational completeness.

DAG-like Resolution In a general Resolution refutation, the trees Ty, T7 could share vertices, and so
it is no longer the case that either Sy < S/2 or S; < S/2. However, there is one thing that we can say.
Suppose that ¢ is a CNF over n variables. If z is a variable chosen at random and b € {0,1} is chosen at
random, then the substitution = = b kills a clause C' (makes it trivially true) with probability w(C)/2n. In
particular, we can find x,b such that ¢|,—p requires at most (1 — 1/2n)S lines to prove. If the refutation is
minimal (no clause is unused) then x must appear in both polarities, and so ¢|,_; requires at most S — 1
lines to prove. This gives the following recurrence for g(S, k), which is a bound on the width required to
refute a kKCNF which can be refuted in Resolution in length at most S:

g(S, k) <max(g(1 —1/2n)S,k) +1,9(S — 1,k), k),
with initial condition g(1, k) = 0. A straightforward induction shows that
9(S, k) <log(i_1/9m)-1 S +k<2nlnS + k.

Therefore if ¢ is a kCNF which has refutation width w, then every Resolution refutation of ¢ contains at
least exp[(w — k)/2n] many lines. Since w < n, this bound is useless.

At this point, we need to find some slack in the argument. The culprit is that whereas the probability
that a random substitution x = b kills a clause C is w(C)/2n, all we could say about the size of refuting
@|z=p is that it decreases by a factor of 1 — 1/2n; this lower-bounds w(C)/2n by 1/2n, which could be very
pessimistic in general. This suggests deciding on some threshold d, and only considering clauses of width d
in the argument. Let gq4(S, k) be a bound on the width required to refute a kKCNF which has a Resolution
refutation in which at most S clauses have width more than d. The same reasoning as before now gives

9a(S, k) <max(ga(l —d/2n)S, k) + 1, ga(S, k), k),
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with initial condition g4(0,k) = d. In order to turn this into an actual recurrence, we need to introduce
another parameter which decreases in the branch x = b; this could be, for example, the number of variables
or the total number of lines. After doing that, we can solve the recurrence much as before, obtaining

2
9a(S, k) < log(y_gjamy-1 S +d+k < § InS +d+ k.

The best choice for d is d = v/2n1n S, which identifies the first two terms. It leads to the bound
9a(S, k) <2v2nInS + k.

If ¢ is a KCNF which has refutation width w, then w < 2v/2nS+k, and so w—k < v/8nln S. Therefore every
Resolution refutation of ¢ contains at least exp[(w — k)?/8n] many lines. This is non-trivial if w > \/n + k.
For example, if ¢ is a Tseitin contradiction of a bounded-degree expander on n vertices then k = O(1) and
w = Q(n), giving a bound of 22(™),

5.6 Random kSAT

Tseitin contradictions are CNFs with a very particular structure which makes them hard to refute. Perhaps
this is a fluke, and most unsatisfiable kKCNF's are easy to refute? In order to address this question formally,
we first need to explain how to sample a random KCNF. The most reasonable way is to fix a given number of
variables n and a given number of clauses m, and sample m random clauses. There are two natural models
of random clauses: one model simply samples k£ random literals, and the other samples k& random literals
corresponding to different variables. We will use the latter model, though for the values of m that we will
consider, the two models are almost identical.

How many clauses do we need to sample so that a random kCNF is unsatisfiable? If « is any fixed
truth assignment and C' is a random clause, then the probability that a satisfies C' is 1 — 27%. Therefore o
satisfies the CNF with probability (1—27%)™. If (1 —27%)™ = 0(2"), then the expected number of satisfying
assignments is o(1), and so with high probability, the kKCNF is unsatisfiable. This happens for m > Dyn, for
an appropriate value of Dkﬂ We will attempt to prove that a random KCNF is hard to refute in Resolution,
for the largest possible clause density m/n, where n is the number of variables and m is the number of
clauses. We will do so by proving a width lower bound.

In order to prove a width lower bound on refuting a random kCNF ¢ with n variables and m > Dgn
clauses, we emulate the proof of the width lower bound for Tseitin contradictions. We start by defining
a complexity measure u for clauses: for a clause C, we define p(C) as the minimum number of clauses
of ¢ which imply C. If C is derived from Cy,Cy by the cut rule, then u(C) < p(Ci) + pu(Cs), and so
any refutation must contain a clause C' such that M/2 < u(C) < M, where M is an arbitrary parameter
satisfying M < p(L).

The next step is to argue that C' must be wide. Just as in the case of Tseitin contradictions, we argue
that if S is a minimal set of clauses of ¢ which imply C, and z is a variable which is mentioned in a unique
clause D € S, then x must appear in ¢. Indeed, since x appears only in D, the proof of C' cannot use
D, and so C already follows from S\ {D}. Therefore to complete the argument, we need to show that if
M/2 < |S| < M then there must be many variables which appear in only one clause in S.

We will now determine the largest number of clauses m (as a function of the number of variables n) for
which we can prove a strong width lower bound for 3CNFs (we leave the case of general k for the reader).
Our calculations will repeatedly use the following two estimates. First, the probability that a clause mentions
only variables in some set of size t is

6The optimal value of D was calculated by physicists using the cavity method [MPZ02, MMZ06]. It is known rigorously
only for large k [DSS22], in which case it coincides with the value computed by the physicists.
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Second, we will need the following standard estimate on binomial coefficients:

(n) (en)t
<l|l—] .
t) — \1

Let us start with our first task: showing that p(L) is large, that is, that any small number of clauses is
satisfiable. The standard trick to show that a set .S of clauses is satisfiable is to find a matching between the
clauses in S and variables. That is, we will associate with each clause C; in S a variable x;, in such a way
that different clauses are matched with different variables. We can use z; to satisfy C;, thus showing that
the clauses in S are satisfiable. We show that a matching exists using Hall’s theorem. This requires us show
that any subset T' of S mentions at least |T'| variables. If we aim at a bound of p(Ll) > M, then we need
this to hold for all subsets T" of size at most M.

The probability that a subset of size ¢ mentions fewer than ¢ variables is at most ( tfl) (%)‘%. Hence the
probability that our 3CNF contains such a bad subset is at most

m\ (n t 3t< em en t3 t_ e*mt\’

(GG =55 -(5)
We need this number to be small, which requires mt < n?, that is, t < n?/m. Roughly speaking, this shows
that u(L) > n?/m with high probability.

Second, we need to show that every small set of clauses contains many variables which are mentioned
exactly once, a phenomenon known as unique expansion. The more familiar condition is expansion, which
requires every small set S of clauses to mention a number of variables proportional to its size, say at least
A|S|. How many of these neighbors of S must be unique? If there are x|S| unique neighbors then each of the
other (A — k)|S| neighbors appears at least twice. Since every clause mentions exactly three variables, this
shows that x[S| + 2(A — &)|S] < 3|5], and so x > 2\ — 3. In other words, in order to get unique expansion,

we need expansion more than 3/2.
The probability that there exists a subset of size ¢ which mentions fewer than At variables is at most

m\ [ n AN < (em eAnr N33\ _(c mt2= A\’
(GG = (5 5w) - (o%=)
where C) is some constant depending on A; since A < 3, we can replace it by a universal constant. For this
to be small, we need mt>~* < n3=.

We are aiming at some constant unique expansion k, which requires us to choose A = 3/2 + /2. Our
width lower bound works for a parameter M whenever both parts of the argument work: every subset of
size t < M mentions at least ¢ variables, and every subset of size ¢ < M mentions at least At variables.
The second condition is stronger, and requires M2~* < n3~*/m, that is, M/2=r/2 « n3/2_’<’/2/m. Since
(1/2—£/2)~" ~ 2(1+ k), this holds roughly when M < nG=R1+r) [y 2(4K) 3426 /12425 - The resulting
width lower bound is kM /2, which corresponds to a length lower bound of exp[(kM /2 — 3)2/8n]. This lower
bound is meaningful whenever M? > n, and it is exponential whenever M? > n!*¢ for any € > 0 (here by

exponential we mean any bound of the form 29("5)).

Let us now be even rougher with our estimates, ignoring polynomial factors in n”. The maximum value
of M we can use is n3/m? (we obtain this from n3+2%/m?+2% by neglecting ). For this to be non-trivial
we need m < n?2. In order to get an exponential lower bound we need M? > n, which translates to
n®/m* > n and so m < n®/*. Bringing back the factors which we removed, this technique works whenever
the number of clauses is at most n%/4~¢, for any € > 0.

We can improve on this analysis by giving a better bound on the width of a clause in terms of its pu-
compleXityE] Suppose that S is a minimal set of clauses of ¢ which imply the clause C. Substitute variables
for the variables in C' so that C becomes false; the resulting set S|c—o is minimally unsatisfiable.

"This argument is taken from Eli Ben-Sasson’s PhD thesis [BS01].
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If all subsets T C S|c—o mentioned at least |T'| variables, then S|c—¢ would be satisfiable by Hall’s
theorem (we used this argument above to show that no small set of clauses is contradictory). Hence there
must be some such subset T' which mentions fewer than |T'| variables. If we choose T' to be maximal, then
by maximality, any subset R C S|c—o \ T must mention at least |R| variables, and so S|c—o \ T is satisfiable.
Thus T must be unsatisfiable. Since S|c—o was minimally unsatisfiable, it must be that 7' = S|c=o, and so
S|c=o mentions fewer than |S| variables. We conclude that S mentions fewer than |S| + w(C') variablesﬁ

Now suppose that p(C) < M, and that every subset of at most M clauses has expansion at least A,
which happens (with high probability) as long as M?~* < n3=*/m. If S is a minimal set of clauses of ¢
implying C then on the one hand, S mentions at least A|S| variables, and on the other hand, it mentions at
most |S| + w(C) variables. The width of C' is thus at least (A — 1)|5].

Our previous proof now works out as long as A > 1 + k for some k > 0, which is the analog of unique
expansion (compare this with the earlier condition A > 3/2 + x/2). The condition on M is now M!** <
n?t* /m. Ignoring factors polynomial in n®, we can take M ~ n?/m. In order to get an exponential lower
bound we still need M? > n, which translates to n*/m? >> n and so m < n%/2. This is the best value of m
currently known.

Finally, let us check what happens if instead of 3CNFs, we consider kCNFs. The probability that a
subset of size ¢t mentions fewer than At variables is at most

m\ (n) (At Kt < (em (en)>  (At)* ¢ (e mtF=1=A\
t)\W)\n ) =\t oen k) T M e )
We need this number to be small, and so mt*~1=* <« n*=* Roughly speaking, A\ ~ 1, and so this works

for ¢ up to roughly (n*~'/m)Y/(*=2)_ This is our value of M. In order to get a meaningful bound we need
M? > n, which translates to (n*~!/m)? > nF=2, and so m < n*/2.

5.7 Certifying unsatisfiability

We have just seen that even though a random KCNF with Cjn clauses is unsatisfiable with high probability,
Resolution needs an exponential number of lines to refute a random kCNF even with roughly n*/2 clauses.
It is not known whether Resolution can refute random kCNFs with n*/2 clauses. However, there are other
proofs systems which are able to refute such kKCNFs, notably TC%-Frege (described below); and moreover,
such proofs can be found efficiently.

Refuting random 4CNFs We start by describing an approach to refuting random 4CNF's due to Goerdt
and Krivelevich [GKOT]; the same approach works for refuting random kCNFs whenever k is even.

Given a random 4CNF ¢ with n variables and m clauses, the idea is to show that if y is a satisfying
assignment then:

1. y contains fewer than n/2 many false variables.
2. y contains fewer than n/2 many true variables.

Together, this implies that no y can exist.

We know that the all-false assignment is almost certainly not a satisfying assignment since ¢ almost
certainly contains a positive clause, that is, a clause of the form z; V z; V z V z,. This suggests that
positive clauses are an obstruction for y containing many false variables. To make this precise, consider
the hypergraph H whose vertices are the variables, and whose hyperedges are the positive clauses. A set
of vertices is an independent set in H if assigning these variables false does not falsifies any positive clause.
Therefore, we can bound the number of false variables in any assignment y by a(H), the size of the largest
independent set in H.

Bounding independent sets in hypergraphs is hard, but there are several known techniques for bounding
the size of independent sets in graph. The most prominent such technique is due to Lovédsz [Lov79], and has

8This argument (with C' = 1) is attributed to Tarsi, see [AL86] Ref. 7].
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found many applications in combinatorics, chiefly in Erdés—Ko—Rado theory and in coding theory, where it
is behind the celebrated linear programming boundﬂ The idea is that if G = (V| E) is a graph and A is a
V x V symmetric matrix with A,, = 1 whenever (u,v) ¢ E, then A(A), which is the maximum eigenvalue
of A, bounds a(G). Indeed, if S is an independent set of G then on the one hand,

15 A1 = }: Ayy = 2: 1=|5

u,vES u,vES

and on the other hand,
15A1s < MA)1L15 = A\(A)|S].

While H is a hypergraph rather than a graph, there is a simple way to construct a graph G out of it.
We take as vertices the set of all ordered pairs of variables, and connect (z;, ;) to (zy,z¢) if ¢ contains the
clause z; V x; V x V 4; for the sake of analysis, we insist that the variables appear in the clause in this
particular order. If S is the set of variables assigned false in « then S x S is an independent set in G, and
so |S] < a(G).

The next step is to construct an appropriate matrix A. If {u,v} is not an edge then we have to choose
Ayup = 1; this includes the diagonal. What should we put in A if {u,v} is an edge? In view of applying
results from random matrix theory, we choose a value —« that results in E[A,,] = 0 for off-diagonal entries.
Roughly speaking, G contains m/16 random edges, which is a p-fraction for p ~ m/8n? (since there are
roughly n*/2 potential edges). The value a should satisfy 1 —p = pa, and so a = (1 — p)/p.

What can we say about the eigenvalues of A? To figure out, let us consider the trace of A2. On the one
hand, this is the sum of the squares of the eigenvalues of A. On the other hand, it is equal to the sum of

squares of entries of A. The expected square of an off-diagonal entry A;;, which is also its variance o, is

(1-p)? 1-p
p

o* =E[A}]=(1-p)- P+p-a®>=1-p+

Therefore the sum of the squares of the eigenvalues of A is approximately %n‘l

are n? such eigenvalues, we expect the eigenvalues of A to scale like ,/1;%714 /n? =4/ %n. The classical

semicircle law implies (under some assumptions on p) that if we plot the density of the eigenvalues of A,
then in the limit we get a semicircle whose endpoints are +20n (here n is the square root of the number
of vertices). Fiiredi and Komlés [FK81] proved something stronger (again, under some assumptions on p):
with high probability, there are no eigenvalues beyond the strip £(1 4 o(1))20n.

Backing out, our work so far shows that with high probability, we can efficiently certify that o(G) < 20n.
The corresponding bound on the number of variables assigned false in y is \/a(G). Since we want to show

that fewer than half the variables are assigned false in y, we need 20m < n?/4, and so 02 < (n/8)%.
—1-p
P

in expectation. Since there

Substituting o2 and recalling that p = m/8n?, we need %4 < n? (ignoring constant factors) and so

m > n?.

Recapping, we have shown that if m > n? then we can show (with high probability) that every satisfying
assignment of ¢ contains fewer than n/2 variables assigned false, since our spectral bound shows that
a(G) < n?/4. Similarly, with high probability we can show that every satisfying assignment of ¢ contains
fewer than n/2 variables assigned true, and so no satisfying assignment exists.

Our certification procedure requires us to bound the maximum eigenvalue of the matrix A; in fact, it
suffices to bound its spectral radius, which is the maximum magnitude of an eigenvalue. This is a standard
problem in numerical analysis, with several practical solutions, typically based on the power method. Since
the numbers involved are not necessarily rational, when implementing these procedures, computers use
floating-point arithmetic, which involves certain approximations. Using techniques from numerical analysis,
we can carefully keep track of the resulting errors, and show that polynomial precision suffices to obtain a
rigorous bound on the spectral radius, which is good enough for our purposes.

9In Erdés-Ko-Rado theory, it is common to name this bound after Hoffman [Hae21]. The linear programming bound is due
to Delsarte [Del73]. Its connection to the Lovdsz bound was pointed out by Schrijver [Sch79].
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The transcript of an algorithm which bounds the maximum eigenvalue of A (as well as the maximum
eigenvalue of the corresponding matrix for negative clauses) thus provides a certificate of unsatisfiability,
which can be checked by an efficient algorithm.

It seems unlikely that we can convert such a certificate into a Resolution proof. Miiller and Tza-
meret [MTZzI4] showed how to translate this kind of certificate into a proof in the stronger system TC%-Frege,
which is still quite weak. Whereas proofs in Resolution consist of a sequence of clauses, proofs in TC%-Frege
consist of a sequence of TC? circuits, that is, bounded depth circuits with threshold gates, and have deriva-
tion rules that correspond to the semantics of the gates. To certify that A has a small maximum eigenvalue,
Miiller and Tzameret use an approximate eigendecomposition of A, using a polynomial number of bits of
precisionm

What happens for kCNFs for other values of k7 If k is even, then we can convert the k-uniform hypergraph
H into a graph G on n*/2 vertices. If there are m clauses then the density is p ~ m/n¥ and so 0% ~
1/p ~ n*/m. Since A has n*/2 many rows and columns, the bound on its maximum eigenvalue is of order
Vo2nk/2 =~ n3%/%/ /m. This needs to be at most (n/2)*/2, that is n3*/*/\/m < n¥/? and so m > n*/2,

Adaptation to random 3CNFs When k is odd, we cannot split each clause into two parts of width k/2.
We could split the clauses into two unequal parts, but then instead of a graph we get a bipartite graph.
Friedman and Goerdt [FGOIl [FGKO05|, whose approach was later improved by Goerdt and Lanka [GL03],
suggested rectifying this using the following observation, which we illustrate in the specific case of k = 3. If
we started with roughly n®/2 clauses, then we expect to have roughly (n®/2/8)2/n = n?/64 pairs of clauses
of the form

(x; Va;Vz),(ze Ve VE).

We can resolve the pairs to obtain about n?/64 clauses of the form z; V z; V zj V ¢, thus reducing to the
situation of random 4SAT (in practice, we need somewhat more than n?/64 clauses, so we need to start with
somewhat more than n®/? clauses).

Unfortunately, the resulting clauses do not have the correct distribution. For each variable z, we expect
to have roughly n'/2/8 clauses of the type z; V x; V z and a similar number of clauses the type z; V z, V Z.
The n resolvents that we get are some sort of Cartesian product of these two lists. In order to mix them
better, when constructing the graph G, we assign pairs to edges in an alternate fashion:

(x;Va;Vz),(xgVaeVZz) — {(xi, k), (zj,20)}

(In order to get an undirected graph, we need to allow z to be a negative literal.) It turns out that the
Fiiredi-Komlds bound still holds, though it needs to be reproved to accommodate this distribution.

A different approach Feige and Ofek [FO07] developed an altogether different approach for certifying
random 3SAT. They observed that if an assignment y satisfies a clause ¢1 V€5V £3, then either {1 Hlo B l3 =1
or {1, 05,05 are not all equal (or both). Now a random assignment satisfies about 1/2 the clauses in the first
sense, and about 3/4 of the clauses in the second sense. Furthermore, it satisfies about half the literals in
each clause.

Suppose for the moment that this was the case for all assignments (which happens when there are enough
clauses). Given a truth assignment, if the fraction of clauses with ¢ € {0,1, 2,3} satisfied literals is ¢;, then
1t ez S1/2, ¢1 4+ 2 S 3/4, and ¢1 + 2¢3 + 3¢z = 3/2. This allows us to bound the fraction of satisfied

clauses ¢ + ¢3 + c3, by considering the correct linear combination of the above inequalities:

Cl+03+61+62+01+202+303 SZ,
4 2 4 8

c1+cy+c3=

as expected.
This reduces the certification task to three easier certification tasks:

10Miiller and Tzameret do not attempt to show that this decomposition can be found in polynomial time, but this seems
likely.
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1. Show that every assignment satisfies ¢; + ¢35 < 1/2.
2. Show that every assignment satisfies ¢; + co < 3/4.
3. Show that every assignment satisfies ¢1 + 2¢5 + 3c3 < 3/2.

There is slack in our calculations, and we use it to simplify our first task: we will only prove that
c+c3 S 1

No assignment satisfies almost all clauses as XOR The idea is to reduce this to a similar certi-
fication task on 2XOR (compare this to the reduction from 3CNF to 4CNF considered above). Given two
clauses £y © ¢; © =1 and ;» © {; © £ = 1, we can deduce the clause ¢y © f;» = 0, that is, £y = L. If
we start with m clauses, then we end up with m?/4n? clauses.

If the original instance were almost satisfiable as 3XOR, then the new instance would be almost satisfiable.
This corresponds to a cut containing almost all edges in the graph whose vertices are the 2n literals, and in
which each clause £;; = £;» corresponds to an edge (¢;, =f;). Altogether, there are m?/4n? edges. A random
graph on cn edges is almost bipartite for small ¢, but if m?/4n? > Cn for large C' then it is far enough from
being bipartite for our purposes. Moreover, this can be certified using a simple spectral argument, which
capitalizes on the observation that the number of edges cut by a partition (S,5) can be related to 1:§A15,
where A is the adjacency matrix.

For this argument to work, we need m?/n? > n, and so m > n3/2.

No assignment satisfies significantly more than 3/4 of all clauses as NAE Consider a constraint
NAE({1, ¢2, ¢3), stating that 1, ls, £3 are not all equal. If we count the number of disagreements among pairs
of literals, then the constraint is satisfied if the number is 2, and not satisfied if the number is 0. This allows
us to convert the NAE version of ¢ to an instance ¢ of maximum cut, related as follows: Zv(¢) = v(¢), where
v(¢) is the maximum fraction of clauses of ¢ satisfied as not-all-equal, and v(¢)) is the maximum fraction of
edges which can be cut in 9. Since 9 is a dense instance (containing 3m edges on n vertices, where m >> n),

3

we expect v(1)) ~ 1/2, and this can be certified spectrally. In turn, this implies that v(¢) ~ 3.

Every assignment satisfies an average of 3/2 literals per clause In a random 3CNF, each

variables appears roughly the same number of times positively and negatively, and so each assignment
satisfies roughly half of its appearances. It follows that every assignment satisfies roughly half the literals in
all clauses put together.
Feige-Kim—Ofek witnesses The argument of Feige and Ofek gets stuck at n3/2 clauses due to the way
in which they show that ¢; + ¢ < 1. Feige, Kim and Ofek [?] introduce a combinatorial certificate based on
parity, and use this to certify random 3CNFs with only n'# clauses. However, their combinatorial certificate,
while easy to verify, is hard to find. It thus constitutes a “nondeterministic” certification algorithm.

Miiller and Tzameret showed that Feige-Kim-Ofek certificates can also be converted into TC°-Frege
proofs, concluding that TCO-Frege is stronger than Resolution for refuting random 3CNFs. This also explains
why nondeterministic certification algorithms are interesting: they correspond to proofs. The gap between
certification algorithms and nondeterministic certification algorithms is similar to the gap between SAT
solvers and the Resolution proof system.
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6 Exponential time algorithms for £SAT

Given a kCNF on n variables, we can always determine whether it is satisfiable by going over all 2™ truth
assignments. Can we do better? The exponential time hypothesis (ETH) states that no algorithm for kSAT
can run in 2°(™ time. The exponential time hypothesis can be used to prove many other hardness results.
Roughly speaking, to show a lower bound on a problem P, we reduce kSAT to P, and deduce that a too-good
algorithm for P would refute ETH. The reduction often takes exponential time, and so the exponential lower
bound on kSAT implies a polynomial lower bound on P.

The exponential time hypothesis is qualitative in nature. It leaves a gap between 2°("), which is ruled
out, to the trivial 2" algorithm. It is natural to conjecture a 2" lower bound, but it turns out that for every
constant k, we can actually improve on this exponentially. We describe two such algorithms in this section,
one due to Schoning [Sch02], the other due to Paturi, Pudldk and Zane [PPZ99], and known as the PPZ
algorithm.

The strong exponential time hypothesis (SETH) is the next best thing: it states that for every § > 0 we
can find some constant k such that solving kSAT requires time 2(!=9"  This hypothesis is important in
the recently emerging area of hardness in P (also known as fine-grained complexity), which aims at proving
sharp lower bounds for problems in P.

All algorithms we present work in time O*((2 — €2(1/k))™) on kCNFs (the O* notation hides factors
polynomial in n and in the input length). Vyas and Williams [VWTI9] showed that the PPZ algorithm
works in time O*((2 — Q(logk/k))"™) on random kCNFs whose clause density is close to the satisfiability
threshold. Lincoln and Yedidia [LY20] showed that a modification of Schoning’s algorithm works in time
0*((2 — Q(log® k/k))™) in the same setting.

6.1 Schoning’s algorithm

The first algorithm we present is due to Schoning [Sch02]. For concreteness, we will first describe Schoning’s
algorithm in the case of 3SAT, though the analysis for general k is identical. Schoning’s algorithm assumes
that the given 3CNF is satisfiable, and shows how to find a satisfying assignment with high probability in
time o™, for some o < 2. If the 3CNF were unsatisfiable, then after o™ steps the algorithm would not find
a satisfying assignment, and so we can conclude that the 3CNF is probably unsatisfiable.

Suppose that we are given a 3CNF ¢ and an assignment z. If z is satisfying, then we are done: ¢ is
satisfiable. Otherwise, we can try to improve x. One natural idea is to choose a clause C' which « falsifies,
and flip one of its variables. This will satisfy C, but might falsify other clauses.

To track our progress, we will measure our distance to a particular satisfying assignment x*. Since z
falsifies C' while x* satisfies C, the two assignments disagree on at least one of the variables in C. With
probability p > 1/3, we flip one of the variables of C' on which z and x* disagree, thus decreasing the distance
between xz and z* by 1. With probability 1 — p, we flip a variable on which = and z* agree, and so their
distance increases by 1.

In the worst case, p = 1/3, and so on average, = gets farther away from x*. Nevertheless, we will see that
there is some small but non-negligible probability that a few iterations of this process succeed in “correcting”
x to the assignment z*.

Let d be the initial distance between = and z*; if we choose x at random, then d ~ Bin(n,1/2). If we
run the random correction process outlined above for d or more steps (n steps suffice), then it corrects z to
x* with probability at least (1/3)?. Therefore the algorithm succeeds with probability at least

1 11\" 1 1 1\" 2\"
E “l=( E |2]|) =(z142-2) =(2) .
d~Bin(n,1/2) [Bd] <b~Ber(1/2) {3’)}) (2 T3 3> (3)

This analysis insists that we always choose a correct variable. We can obtain a better estimate by allowing
the algorithm to make wrong choices. We can model the distance from x to * as a random walk. The starting
point is the initial distance d between x and x*, which has distribution d ~ Bin(n,1/2). Assuming the worst
case (an assumption which we justify below), at every step the distance decreases by 1 with probability 1/3,
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and increases by 1 with probability 2/3. Ignoring the fact that the distance can be at most n (which is in
our favor — as the distance gets very close to n, we obtain better bounds on p), this is just a biased random
walk on the line. Denoting by p; the probability that the walk ever reaches the origin if it starts at 7, we get
the recurrence

1 2 .
Di = Pi—1+ 3Pi+1, po=1, lim p; =0.
3 3 12— 00

This is a homogeneous recurrence relation with constant coefficients. The roots of the characteristic poly-
nomial (2/3)z% — z + (1/3) are easily calculated: 1,1/2. Therefore p; = A(1/2)" + B. Using the two initial
conditions, we easily determine that B = 0 (due to the limit at infinity) and that A = 1 (due to the value
of pp), and so p; = 1/2%,

How long does it take the random walk to reach the origin? After (say) Cn steps, where C is a large
enough constant, the walk is expected to be at position at least (2/3 — 1/3)Cn = (C/3)n, and so it is very
likely to be at position (say) at least (C/4)n; in fact, this will continue to hold from this point on, and
combining tail bounds with the union bound (details appear below), we can conclude that if the random
walk ever reaches the origin, then it is very likely to happen within the first Cn steps. This suggests the
following procedure:

1. Choose an initial assignment x at random.
2. Run the random correction process for Cn steps.

If the random correction process succeeds in finding a satisfying assignment, then ¢ is satisfiable. If the
initial distance between = and z* is d, then this happens with probability at least roughly 1/2¢ (this is only
a lower bound, since the process could end at a satisfying assignment which is different from z*). Since
d ~ Bin(n, 1/2), the procedure succeeds with probability

1 11\" 1 1 1\" 3\"
E —| = E — =(=-14=-=) =(=]) .
d~Bin(n,1/2) [2d] <b~Ber(1/2) [24) (2 3 2) (4)

Therefore, if ¢ is satisfiable and we repeat this procedure about (4/3)" many times, it is likely to find a
satisfying assignment.

The final algorithm thus repeats the procedure about (4/3)™ many times. If one of the runs ends at
a satisfying assignment, we know that ¢ is satisfiable, and otherwise, we guess that it is not satisfiable.
Choosing parameters carefully, we can ensure that the answer is correct with high probability. Since the
procedure runs in polynomial time, the overall running time is O*((4/3)™) (the notation O* hides polynomial
factors in n).

If the input is a kCNF rather than a 3CNF, then the only thing that changes is the lower bound on the
probability p: now it is only 1/k. The characteristic polynomial (1 —1/k)z? —x + 1/k now has the two roots
1,1/(k —1), and so p; = 1/(k — 1)%. The success probability of the procedure is now

G'H;'kL)n: (2(kk—1)>n’

and so the running time is O*((2 — 2/k)™).

More details: coupling Above we have assumed that p = 1/3 always, an assumption which isn’t justified.
For example, if = is the complement of x*, then p = 1. Here is why the argument is valid nevertheless. Let
d; be the distance between z and x* after ¢ steps (we stop at dr = 0), and let p; be the probability that
diy1 = dy — 1; thus py > 1/3.

Given dy, we can sample dy, ..., dr together with an infinite sequence eg, e1, ... as follows. We start with
eg = do. If d; > 0, then we sample d;+1 and e;1; in a coupled way, as follows:

1. With probability 1/3: let diy1 =d; — 1 and e;1 = e — 1.
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2. With probability p; — 1/3: let dy11 =di — 1 and ez = e; + 1.
3. With probability 1 —p;: let dyy1 =d; + 1 and e;11 = e, + 1.

We sample er;; and beyond using the rule e; 1 = e; — 1 with probability 1/3 and e;11 = e; + 1 with
probability 2/3.

By construction, d; < e; for all t < T, and (e;)g° is precisely the random walk with constant bias p = 1/3
considered above. If e; = 0 then d; = 0 for some s < ¢, and in particular, if the probability that e; hits
zero within Cn steps is (roughly) (3/4)", then the probability that d; hits zero within Cn steps is at least

(roughly) (3/4)™.

More details: number of steps Above we claimed that it is extremely unlikely that the biased random
walk hits zero after Cn steps or more, for large enough C. To show this, we need to use a celebrated large
deviation bound known as the Chernoff bound.

If the walk starts at d, then after T steps, it is found at position

d+T — 2Bin(T,1/3) > T — 2Bin(T, 1/3).

Let X be the value of the binomial random variable Bin(7,1/3) appearing in the above expression. If
X < T/2 then the random walk does not hit zero at step T'. Chernoff’s bound, in one form, states that

Pr[X > T/2] = Pr[X > 3E[X]] < e EIXI/10 = o=1/30,

Applying the union bound, we see that the random walk hits zero at some step T' > Cn with probability at
most

& e—Cn/SO
Z e—T/SO _ __ < 316—071/30.
1— 671/30
T=Cn

Choosing C' = 30, this probability is much smaller than 27", and so the probability that the random walk
hits zero within the first Cn steps is at least 27¢ — 27" > 27¢/2 which suffices for the analysis (instead of
(3/4)™ we get (3/4)"/2).

The same argument also shows that lim; .., p; = 0. In fact, it shows that pr < 3le™
walk starting at 7' cannot hit zero before step T

T/30 since a random

Derandomization Dantsin, Goerdt, Hirsch, Kannan, Kleinberg, Papadimitriou, Raghavan and Schoning [DGH™02)
showed how to derandomize Schoning’s algorithm, albeit with a loss in the running time. This is important
since the ETH and SETH conjectures are about deterministic algorithms. For concreteness, we describe the
derandomization for 3CNF's, though the general case is identical.

Schoning’s algorithm has two random components: the random choice of x, and the random choices
involved in the random correction process, namely the choice of which variable to flip in the chosen clause
(the clause can be chosen deterministically, say the first falsified clause). The starting point is the observation
that we can get rid of the randomness in the second step, if we only aim at a success probability of 3¢
rather than 27¢, where d is the distance between z and some fixed satisfying assignment x*.

Recall that 37¢ is a lower bound on the probability that during the the random correction process, we
always choose a variable at which x and z* disagree, in which case the process ends after exactly d steps. If
we know that z and x* are at distance at most d, this allows us to find z* given x in time O*(3%). To do
this, we simulate d iterations of the random correction procedure, enumerating over all 3¢ possible choices
of randomness.

This suggests the following strategy. We zero in on a value of d such that there is a small set C' which
contains a point at distance at most d from every truth assignment. For each x € C, we run the derandomized
correction procedure. The overall running time is O*(|C| - 3%).

A set C which contains a point at distance at most d from every point in {0, 1}" is known as a covering
code of radius d. Every z € C is at distance at most d from () points in {0,1}", and so |C| > 2"/( )
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(this is the sphere packing bound). Conversely, there are covering codes which almost attain this bound (up
to a poly(n) factor), and these can be found in time O*(|C|) (here O* hides poly(n) factors).
It remains to choose a value of d which minimizes the running time O*(|C| - 3%). Up to poly(n), factors,

1 (@3
O] 34~ on

If we sum the right-hand side over all d, we obtain

E = (3/4)".
dNBin(n71/2)[3 ] (3/ )

In particular, there is a value of d such that

()3 _ /4"
2n T opn417

Moreover, d < n/2, since otherwise the left-hand side is at most 37"/2, which is a lot smaller than (3/4)".
Therefore (Z) and ( 2 d) are the same up to poly(n) factors, and so for this value of d, the running time is

O((4/3)").

We can find the optimal value of d explicitly using the following well-known approximation for the

binomial coefficient:
) & 9i=h(a))n
an ’

where h(a) = —alogy o — (1 — ) logy(1 — @) is the binary entropy function. If d = an then the running
time of the algorithm is roughly
2n
To find the optimal setting, define g(a) = 1 — () + alog, 3, and minimize g. Straightforward calculation
gives ¢'(@) = log, 1= + log, 3, and so we need =2 = 3, resulting in o = 1/4. We then have 29(1/4) = 3/2,
resulting in a running time of O*((3/2)™), compared to O*((4/3)™) for the randomized algorithm.
If the input is a KCNF rather than a 3CNF, then instead of 3™ we have k™. The function g is replaced
by gr(e) = 1 — h(a) + alogy k, which is minimized when =% =k, resulting in o = 1/(k 4 1). We then have

1\ Mk B\ R/(EHD) 9 ok
gor(1/(b+1)) — o (L1 R M) — 2 k) /ety 2R
k+1 kE+1 k+1 k+1

39m o 2h(a)n3an.

Therefore the running time is O*((2 — 2/(k 4+ 1))™), compared to O*((2 — 2/k)™) in the randomized case.

Moser and Scheder [MS11] gave an improved derandomization which results in a O*((2 — 2/k + €)™)
algorithm for every ¢ > 0. Roughly speaking, they were able to run the random correction procedure for
more steps using a k-ary covering code to reduce the number of variable choices which need to be considered.

6.2 PPZ

Paturi, Pudldk and Zane [PPZ99] came up with a different idea for a kSAT algorithm. While the resulting
algorithm is not better than Schoning’s, further improvements of it are. Later on we will briefly describe
one such improvement, the PPSZ algorithm [PPSZ05] (adding Saks to the list of authors).

Let us now proceed to describe the PPZ algorithm. Instead of describing a satisfiability algorithm, we will
describe an algorithm which, given a satisfiable kKCNF, finds a satisfying assignment with high probability.
Such an algorithm can be turned into a satisfiability algorithm, just as we did for Schéning’s algorithm.

Intuitively, the hardest satisfiable instances of kSAT are those in which there is a unique satisfying
assignment z*; these are the instances where the analysis of Schoning’s algorithm is the tightest. (The
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isolation lemma, discussed in Section [7] makes this intuition precise, by reducing SAT to the case in which
the satisfying assignment is unique.) This means that if we flip any of the variables in z* we must falsify
some clause. In other words, for every variable x; there is a clause C; mentioning either x; or Z;, in which
the x; literal is the unique literal satisfying C; in z*.

Imagine now an exhaustive search procedure which goes over the variables z1, ..., z, in some order. That
is, for each x;, we try both truth values in a recursive fashion. Consider the branch in which we guessed
the values of all variables correctly (according to z*). Suppose that among the variables appearing in Cj,
the variable z; is reached last. In this case, when reaching C;, all other literals in C; are false, and so the
value of z; is forced; this happens with probability 1/k over the random order. We expect to save about n/k
guesses in this way. This suggests the following algorithm, whose input is a kKCNF ¢:

1. Choose a random assignment y1,...,y, € {0,1}"™.
2. Go over the variables x1,...,z, in a random order. For each z;:

(a) If x; is the only literal in some clause of ¢, set it in the way that satisfies the clause.
(b) Otherwise, set x; to y;.

(¢) Simplify ¢ by substituting the value of x;. For example, if x; is set to true, then remove all clauses
containing x;, and remove Z; from all clauses containing this literal.

(d) If one of the clauses becomes empty, give up.

3. Output the current assignment.

If we reach the last step, then we output a satisfying assignment. What is the probability that this
happens, that is, that we always set x; to xj? For each xz;, if =, is the last variable of C; in the random
order, and z;, = zj, for all previously set variables xj, then we always set x; correctly, since its value is
forced. Otherwise, we set x; correctly with probability 1/2. Hence, denoting by N the number of variables
x; which appear last out of all variables in C; in the random order, the probability that the algorithm outputs
a satisfying assignment is

]E[zf(an)] 2 27(717]}2[]\7]) — 27(71716/71) — 27(171/1@)71’

using Jensen’s inequality in the first inequality. This means that we need to repeat the algorithm 2(1—1/k)n
times, resulting in a running time of O*((2'~1/*)"). When k = 3, we have 2'~'/% ~ 1.587 > 4/3, so
this is worse than Schoning’s algorithm. What happens for other k7 For PPZ to beat Schoning, we need
2—2/k>2"Y* andso1—1/k >27/% hence (1 —1/k)* > 1/2, which contradicts the well-known bound
(1 —1/k)¥ < 1/e. Thus Schéning is always better.

Non-unique case Before describing how to improve the performance of the algorithm, let us see what
happens when there is more than one satisfying assignment. In the case of a unique satisfying assignment,
for every variable x; there was a clause C; in which the x;-literal was the unique satisfying literal. This is
not necessarily the case in general: for example, x; could not appear in the CNF at all. What we can say
for sure is that if z* is sensitive to flipping x;, that is, if flipping x; results in an assignment which is not
satisfying, then such a clause C; does exist. Denoting by s(z*) the number of sensitive variables (known as
the sensitivity), the same analysis as before shows that PPZ recovers the assignment a* with probability

E[2~(n=N)] > 9= (n—EIN]) _ g=(n=s(z")/)_

Therefore the success probability is

9—n 2(21/19)3(90*).

T*

where the sum goes over all satisfying assignments.
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It turns out that we can bound the sum inductively. For an arbitrary Boolean function f, let

S(f) = fla) @'k,

where s(f, ) is the number of coordinates i such that f(z®%) # f(x). Let S(m) be the minimum value of
S(f) over all f: {0,1}™ — {0,1} which are not identically zero; in our case, this nontriviality assumption
corresponds to the input kCNF being satisfiable. Clearly S(f) > S(f|z,,=0)+S(flz,,=1). However, this does
not mean that S(m) > 25(m — 1), since one of the functions f|s, —o, f|z,,=1 could be identically zero. If
fla=b is identically zero then S(f) = 2/kS(f|, _3), since all satisfying assignments of f|, _j are sensitive
in the direction of z,,. Therefore

S(m) > min(25(m —1),2Y*S(m — 1)) = 2Y/*S(m —1).

Since S(1) = min(1 + 1,2'/%) = 21/% this shows that S(m) > 2™/% which is tight for f with a unique
satisfying assignment. Therefore the success probability of PPZ is always at least

2—ns(n) > 2—n2n/k — 2(1—1/k)n7

matching exactly what we got in the case of a unique satisfying assignment.

PPSZ The PPSZ algorithm [PPSZ05] improves on PPZ by making it easier for variables to be forced. In
PPZ, a variable z; is forced if it appears in a unit clause (a clause containing a single literal). In PPSZ,
we run Resolution up to width w, trying to see if it implies a value for z;. If w = o(n/logn), then due to
automability of bounded width Resolution (see Section , the procedure for checking whether x; is forced
runs in subexponential time 2°")| which is “free” in this context (it actually suffices to take any w = w(1)
for the analysis to go through). This improves the probability that x; is forced from 1/k to roughly

oo

1 1
kflzj(ﬂ L)

j=1 k—1

For example, when k = 3, we improve 1/3 to 2—In 4 ~ 0.613706, resulting in a running time of O* (2" 4=17) ~
1.307™, which is better than Schéning’s (4/3)™. In fact, the original paper only proved this bound in the
case of a unique satisfying assignment, and only later on Hertli [Her14] extended the analysis to the general
case. The analysis was further improved by Scheder [Sch21]. Other authors have slightly improved on both
Schoning and PPSZ (see Scheder’s paper for pointers to the literature).
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7 Isolation lemma and approximate counting/sampling

The worst case for both algorithms described in Section [6] is when the input CNF has a unique satisfying
assignment, leading to the conjecture that such instances are worst-case. The corresponding promise problem
is Unique-SAT, in which we have to tell apart unsatisfiable CNFs from ones with exactly one satisfying
assignment.

In Section [I.4] we showed how to find a satisfying assignment using a satisfiability oracle, a process known
as a search-to-decision reduction. The process is sequential in nature: we first figure out the value of zq,
then the value of zo, and so on. We can parallelize the process when the satisfying assignment is unique:
for each variable z; in parallel, we can determine its value by fixing x; to 0 and asking a satisfiability oracle
whether this results in a satisfiable instance or not. This approach only works when the solution is unique:
for example, the CNF corresponding to z1 & x5 has solutions with x1 = 0 or zo = 0, but not both.

Both of these applications motivate the isolation lemma, due to Valiant and Vazirani [VV86], which
gives a reduction from SAT to Unique-SAT. The same ideas can also be used to approximately count the
number of satisfying assignments, which can in turn be used to sample an approximately uniform satisfying
assignment.

A different type of isolation lemma was used by Mulmuley, Vazirani and Vazirani [MVV8T] to give a
parallel algorithm for perfect matching. The idea there is to add random weights in order to make the
minimum weight perfect matching unique. Noam Ta-Shma [Ta-15] gave a very short proof of this isolation
lemma.

The notes below incorporate material from lecture notes of Ryan O’Donnell and (separately) Dana
Moshkovitz.

7.1 Unique-SAT and the isolation lemma

Suppose that ¢ is a satisfiable CNF on n variables with M satisfying assignment. In order to reduce the
number of satisfying assignments, we need to cut down the number of satisfying assignments by a factor of
M. We can do so using a good hash function h: {0,1}™ — {1,..., M} by asking for a satisfying assignment
x which hashes to some random value. In order to incorporate h into the CNF, we need h to be efficiently
computable.

If h is a uniform hash function, meaning that given a random assignment, the output is uniformly random,
then M must be a power of 2. Therefore we slightly adjust our idea, using a hash function whose range is
K ~ M, where K is a power of 2.

If h is a uniformly random function and we choose H € {1, ..., K} at random, then the probability that
¢ A “h(x) = H” has a unique satisfying assignment is

M 1\ M1
Flox)
suggesting that we choose K to be the smallest power of 2 exceeding M.

Uniformly random hash functions cannot be computed efficiently, and so we cannot use them. Instead, we
have to make do with a pseudorandom function. The minimal assumption is that for every z, Prj, g[h(x) =
H] = 1/K, but this is not enough: a random constant function satisfies this constraint. The next relevant
assumption is that for every = # y, Pry g[h(z) = h(y) = H] = 1/K? (or even just close to 1/K2)H Is this
enough? Under this assumption, the probability that out of the satisfying assignments aq, ..., aps, only one

' This is slightly weaker than pairwise independence, a property which is commonplace in derandomization since it allows
application of Chebyshev’s inequality.
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satisfies h(a;) = H, is at least

M o
; Prlh(a;) = H] —;Pr[h(ai) =h(aj) = H] | = % _ % _ % <1 B M[; 1)

i

M M 1 1 M\?
> (12 )= (-2 .
- K K 4 \2 K

The optimal value of § = M /K is 1/2, but this requires M to be a power of 2. Whenever < 1, the probability
above will be positive. Doubling K corresponds to halving 6. This always decreases the probability if § < 1/2.
If 6 > 1/2, then this results in an improvement if § —1/2 > 1/2 — /2, that is, if § > 2/3. Tt follows that
for every value of M, the optimal choice of K is the one which leads to 6 € [1/3,2/3], in which case the
probability above is at least 2/9.

One problem with this approach is that we don’t know the optimal value of K. However, there are only
n+O(1) possible values, and we can try each of them. As a result, the reduction only works with probability
Q(1/n). Is this good enough for reducing SAT to Unique-SAT?

One way to formalize this question is via Unique-SAT oracles. A Unique-SAT oracle gets as input a
SAT instance, returns Yes if it has a unique satisfying assignment, returns No if it is unsatisfiable, and acts
arbitrarily otherwise. In terms of this formalization, we can reduce SAT to Unique-SAT by performing the
reduction above a (large) constant number of times for each value of K. If the original CNF is unsatisfiable,
then the Unique-SAT oracle will always return No, while if the original CNF is satisfiable, the Unique-SAT
oracle will return Yes on one of the runs with the correct value of K, with constant probability. We can
increase the success probability by making more repeats.

In order to complete the description of the reduction, we need to specify a random ensemble of hash
functions with the property that for every =, Prj, ylh(z) = H] = 1/K, and for every = # y, Prj, glh(z) =
h(y) = H] = 1/K?, where K = 2¥. We choose a random linear hash function: h(x) = Az, where A is a
random k X m bit matrix, and arithmetic is performed modulo 2. The output h(z) is a random vector in
{0,1}*, and accordingly, we choose H uniformly at random from {0,1}*. The function h can clearly be
computed efficiently, and so the constraint h(x) = H can be encoded using polynomially many clauses (in
fact, O(kn) suffice).

Choosing H at random ensures that Pr[h(x) = H] = 27%. If 2 # y then in order for both h(z) = H and
h(z) = h(y) to hold, we need h(x) = H as well as h(x @ y) = 0. Each element in the vector A(z @ y) is the
inner product of a completely random vector (a row of A) with a non-zero vector (z ®y), and so is uniformly
distributed. Therefore Pr[h(z) = h(y)] = 27%. Whatever the value of h(z) is, the probability that it equals
H is 27% and so Pr[h(z) = h(y) = H| = 272,

Reducing to ®SAT What if we want a many-one reduction? We can obtain such a reduction if we replace
Unique-SAT with ®SAT, in which the goal is to check whether the given SAT instance has an odd number
of satisfying assignments.

The main observation is that given a CNF ¢; with M; satisfying assignments and a CNF ¢o with M,
satisfying assignments, we can construct a CNF ¢ with M; M, satisfying assignments by simply joining ¢,
and ¢9 together (taking their conjunction), using disjoint sets of variables.

This suggests that we find a reduction in which an unsatisfiable CNF maps to one with an odd number
of assignments, while a satisfiable CNF maps (with some probability) to one with an even number of
assignments. This is exactly the opposite parity than the Unique-SAT reduction: there, in the unsatisfiable
case, the reduction constructed a CNF with zero satisfying assignments, while in the satisfiable case, the
reduction constructed (with some probability) a CNF with a single satisfying assignment. We can fix this
using a gadget which adds exactly one satisfying assignment to a given CNF ¢ on the variables x1, ..., x,:

(yNod(z,...,zx))V(y=21 ="+ =z, =0).
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Given a CNF ¢, we first apply the Unique-SAT reduction to produce S many CNFs ¢, ..., ¢s with the
following promise: if ¢ is unsatisfiable then so are ¢1, ..., ¢g, and if ¢ is satisfiable, then each ¢; has a unique
satisfying assignment with probability ©(1/n). Now we add a satisfying assignment to each of ¢4, ..., ¢g,
obtaining ¢, ..., ¢%s. Finally, we put all of them together in a single CNF ¢, using dedicated variables for
each ¢}. If ¢ is unsatisfiable then 1) always has a unique satisfying assignment, whereas if ¢ is satisfiable
then 7 has an even number of satisfying assignments with probability 1 — (1 — Q(1/n))% = 1 — e=¥S/7)
which can be made exponentially close to 1 by taking S = n?.

We do not know how to construct a deterministic reduction of this sort from SAT to GSAT.

7.2 Approximate counting and sampling

Similar techniques can be used for two natural problems: approzximate counting and approzimate sampling.
Given a CNF ¢, the approximate counting problem asks us to estimate the number of satisfying assignments
of ¢, say up to a small multiplicative error. The approximate sampling problem asks us to sample a
satisfying assignment in an approximately uniform way, say each of the M satisfying assignments is sampled
with probability (1 £ €)/M (this only makes sense if ¢ is satisfiable).

As stated, approximate counting is harder than satisfiability, so let us assume that we have a SAT oracle
at our disposal. How do we use it to approximately count the number M of satisfying assignments of a given
satisfiable CNF ¢? Recall that for every K = 2*, the reduction in the preceding section constructed a CNF
1 which has a unique satisfying assignment with probability at least M/K(1 — M/K). In particular, if we
denote by pi the probability that 1 is satisfiable with this setting of k, then

Mo My _ M
K K)=P=T

the upper bound following from a union bound.
If M = 2™ then

< <1 3 < <1 7 < <1
g =Pt =50 g =Pma2 =0 g = Pmas = g

Monotonicity shows that py > 1/4 for all £k < m. Hence by estimating p; well enough for all values of k up
to n + 3, we can determine m (since we can tell apart m + 2 and m + 3).

In general, M need not be a power of 2, but similar calculations show that we can estimate it within
some constant factor C' (we skip the tedious details).

We can improve the approximation factor using the trick we used when reducing SAT to @SAT: joining
together S copies of ¢ on disjoint variables, we obtain a CNF with M* satisfying assignments, and so
applying the previous procedure, we obtain a C''/S-approximation of M. For large S, the approximation
ratio is e ¢/5 &~ 14 (InC)/S, and so we can get a (1 + 1/n")-approximation, for any constant D, using a
polynomial number of calls to a satisfiability oracle.

Approximate counting with small error allows us to approximately sample. The idea is simple: given
a CNF ¢, by substituting 1 = 0 and 1 = 1 we can approximate the numbers of satisfying assignments
My, M; with the given value of x1. We choose z1 to be b with probability M,/(My + M;), and continue
to sample the remaining variables in the same way. If our estimates on My, M are good enough, then the
resulting sample will be close to uniform.

This is actually a general reduction from approximate sampling to approximate counting, due originally
to Jerrum, Valiant and Vazirani [JVV86], improved by Bellare, Goldreich and Petrank [BGP00], who showed
how to ezactly sample a satisfying assignment.

There is also a reduction in the other direction The rough idea is that by sampling many satisfying
assignments and observing the value of x1, we can estimate the fraction of satisfying assignments with each
value of z1. We then fix 27 to a value at random (with the same proportions), and continue in the same
way. Multiplying the fractions encountered along the way gives an estimate for 1/M.
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